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CONCEPT NOTE

Automated detection tools aimed at potentially illegal content online also referred to by policy
makers as proactive measures have been in the centre of academic as well as policy debate.
Private actors and policy makers often present artificial intelligence (AI) as a silver bullet solution
that in a few years from now, will be able to resolve highly complex issues around the
dissemination of potentially illegal content, including the spread of terrorist propaganda.
However, these promises that are presented to justify boosting “AI uptake across the economy,
both by the private and public sector”1 disregard the fact that proactive identification, detection
and removal of user-generated content carries systemic risks. These risks stem from the
automated decision making systems themselves that are deployed by online platforms, and
often required by states, either directly through legally binding legislative frameworks or
indirectly by increased pressure on platforms to ‘do more.’

The goal of this expert group is to first, identify the actual and foreseeable negative impact
automated and proactive methods for detecting and evaluating online content imposes on
individuals’ human rights, with the emphasis on the right to freedom of expression and opinion,
as well as on the societal level, including for media freedom; and second, to provide a set of
human rights centric recommendations addressed to OSCE participating States with the aim to
identify human rights obligations, due diligence standards, and procedural fairness safeguards
that can effectively prevent such risks.

The work of the expert group is particularly significant given the large number of legislative
proposals to regulate potentially illegal content online that have been recently introduced by
legislators across the OSCE region. Therefore, the workshop will convene relevant experts from
the field of content governance and regulation of AI to build and identify consensus around
rights-respecting regulatory response to the spread and dissemination of illegal content online.

The expert group will not seek to determine what constitutes potentially illegal content. However,
given its security focus, it should explore proactive methods for detecting and evaluating:

● Content that is illegal irrespective of its context: A typical example of such a content
is sexual child abuse material that is prohibited by a number of international legal
instruments such as the Council of Europe Budapest Convention, the Lanzarote

1 European Commission, Communication from the Commission to the European Parliament, the European Council, the Council, the
European Economic and Social Committee and the Committee of the Regions - Coordinated Plan on Artificial Intelligence
(COM(2018) 795 final), 2020.

https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/coordinated-plan-artificial-intelligence
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Convention and by Convention 182 of the International Labour Organisation, the UN
Convention on the Rights of the Child, and others. However even for this content
category, national laws do not provide uniform response.

● Content that is a part of a wider crime: For instance, in case of beheading videos that
go viral, at least one violent crime has taken place in real life. Any content moderation
initiative that fails to take the offline elements of a crime into account risks leaving victims
without redress. Furthermore, such online content, as well as its removal, can have an
impact on investigations (as evidence) and for the documentation of human rights
abuse.

● Legal content that is illegal due to its context: this refers to content that is not in itself
illegal, but the manner in which it becomes available online can amount to a criminal
offence. A typical example of such a content category is depiction of non-consensual
nudity or unauthorised publication of personal information.

● Content that is illegal mainly due to its intent and effect: This category includes
incitement to violence or incitement to terrorism. Usually, it is not the content itself, but
rather the (subjective) intent behind its publication, coupled with the (objective) risk that
some recipients will be incited to violence, that will be the offence. It also includes, for
example, xenophobia, incitement to discrimination and incitement to hatred.2

The expert group should focus on algorithmic commercial content moderation at scale defined
as “systems that classify user-generated content based on either matching or prediction, leading
to a decision and governance outcome (e.g. removal, geoblocking, account takedown).”3 In this
vein, the expert groups should explore systems that make decisions about content and
accounts, including filtering and hash matching that can lead to blocking of repeated uploads of
the same content, often with cross-border effect. Notable challenges emerge when AI
technologies are deployed to allow for the monitoring by law enforcement of peoples’
communications, for instance in social media, under the justification of security and public
safety. As a result, individual and group anonymity can be under special pressure. Furthermore,
it is not clear what the impact on any illegal conduct or crime of these means may be. This is
particularly relevant, as AI technologies are vulnerable to overbroad application of rules they
seek to impose and they are context blind, which means that they are prone to generate

3 Gorwa R, Reuben Binns R, Katzenbach C, 2020, Algorithmic content moderation: Technical and political challenges in the
automation of platform governance.

2 This categorisation follows the example set by the work of the Council of Europe’s Committee of experts on freedom of expression
and digital technologies (MSI-DIG) and its Draft Guidance Note on best practices towards effective legal and procedural frameworks
for self-regulatory and co-regulatory mechanisms of content moderation. The Draft Guidance Note will be published in the second
half of 2021.
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so-called false positives and false negatives in identifying presumably illegal content online,
resulting in arbitrary restrictions of legitimate expressions.

Regardless of technological methods being used, these tools impose prior restraints on the right
to freedom of expression and information. In practice, this means that they may a priori exclude
persons, groups, ideas, or means of expression from public discourse.4 There is a strong
presumption against prior restrictions of freedom of expression in the international human rights
framework as well as in constitutional law, including concerns that these systems are shielded
from any public scrutiny, are context blind and operate in a highly non-transparent manner that
prevents any possibility of effective remedy and redress. While prescreening content to limit the
spread of malware, child abuse material, and spam has been broadly accepted as a positive
use of automation, one has to remain cautious about applying the same logic to other types of
speech that fall into a broader area of content governance.5

The work of the expert group should provide a clear explanation of the potential negative impact
of these tools upon individuals’ freedom of expression and the wider societal risks they can
potentially carry for freedom of the media, democracy and the rule of law. The group should also
address claims around the need to protect public security and safety as justification for the use
of proactive identification and detection of potentially illegal content online. Finally, the expert
group is tasked with providing technical recommendations that enable identification, analysis
and assessment of significant systemic risks stemming from content moderation systems,
including when used to prevent the rapid dissemination of illegal content.

5 Llanso E, Hoboken J, Leersen P, et al. (2020) Artificial intelligence, content moderation, and freedom of expression. Trans-Atlantic
Working Group Working Papers Series.

4 Lanza E (2017) National Case Law on Freedom of Expression.Washington, DC: Inter-American Commission on Human Rights.

https://www.ivir.nl/publicaties/download/AI-Llanso-Van-Hoboken-Feb-2020.pdf
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AGENDA

10:00 - 10:10
Welcome by OSCE RFoM and Access Now

● Teresa Ribeiro, OSCE Representative on Freedom of the Media
○ Welcoming Remarks

● Eliska Pirkova, Europe Policy Analyst, Access Now
○ Introducing the agenda and objectives of the Working group
○ Housekeeping rules

10:10 - 11:00
Tour de table

● Name and affiliation
● What potential negative impact of automated decision-making do you see, concerning

measures against illegal content online, upon an individual's human rights, in particular
freedom of expression, and the wider societal risk that can potentially follow for freedom
of the media, democracy and the rule of law?

11:00 - 11:10
Coffee break

11:10 - 12:00
Session 1: Positive obligations of States to protect individuals’ rights against threats
against free expression from private actors

What obligations should be put in place to achieve meaningful decisional transparency and
accountability in automated decision-making systems (ADM) deployed by platforms in
moderating illegal content online?

● Introduction by the Chair covering the main areas for this session
● Discussion among experts
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○ What transparency obligations should be established by a regulatory framework
in order to enable meaningful transparency regarding the specific functionalities
of the automated decision making systems that are used in governing potentially
illegal content online?

○ How can we enable meaningful transparency when it comes to the databases of
potentially illegal  content that currently remain closed to all stakeholders,
including trusted third-party auditors, public authorities and vetted researchers?

12:00 - 13:00
Lunch break

13:00 - 13:50
Session 2: Human rights obligations of States in respect of  algorithmic systems that
may negatively impact individuals’ human rights, and in particular the right freedom of
expression

When algorithmic systems have the potential to create an adverse impact on the right to
freedom of expression, including the right to seek, receive and impart information, for an
individual, for a particular group or for the population at large, including effects on freedom of the
media, democratic processes or the rule of law, these impacts engage State obligations with
regard to human rights. In general, content classifiers, whether used for recommendation,
ranking or blocking may discriminate against content associated with protected categories such
as gender or race. How can we secure human rights compliance and achieve algorithmic
fairness in ADMs?

● Introduction by the Chair covering the main areas for this session
● How can States ensure that algorithmic design, development and ongoing deployment

processes in moderating potentially illegal content online incorporate safety, privacy,
data protection and security safeguards by design, with a view to preventing and
mitigating the risk of impeding freedom of expression and other adverse effects on
individuals and society, in particular for already marginalized voices?

● How can States secure the proper evaluation of datasets used by ADMs in content
moderation as well as the functioning of the algorithmic systems that they implement is
tested and evaluated with due regard to potential impact on human rights, with emphasis
on right to freedom of expression?

13:50-14:00
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Coffee break

14:00-14:50

Session 3: Public oversight over law enforcement cooperation with private actors in
detecting potentially illegal content

Where rules are unclear, designed in an opaque manner or imposed arbitrarily, neither the
scope of the rules nor the consequences of breaking them are known. Furthermore, it is not
clear what the impact on the illegal conduct  being addressed may be.

● Introduction by the Chair covering the main areas for this session
● How to ensure transparency and accountability regarding engagement of law

enforcement authorities in cases where evidence of a manifestly illegal content or
conduct is detected by automated tools?

14:50 - 15:00
Coffee break

15:00 - 15:50
Closing remarks:

● Brief discussion on areas not covered by this workshop which would need additional
attention (in the scope of the specified subject matter: “security”)

● Summarising the takeaways, seeking to identify technical recommendations from the
“how to” discussions in the three sessions

● Explaining the next steps



Concluding remarks 

SESSION 3: Main observations and key messagesSESSION 3

Question 1
How to ensure transparency and accountability regarding engagement of law
enforcement authorities in cases where evidence of a manifestly illegal content or
conduct is detected by automated tools?

Experts' recommendations

SESSION 2: Main observations and key messagesSESSION 2

Question 1
How can States ensure that algorithmic design, development and ongoing deployment
processes in moderating potentially illegal content online incorporate safety, privacy,data protection and security safeguards by design, with a view to preventing and mitigating the risk of impeding freedom of 
expression and other adverse effects on individuals and society, in particular for already marginalized voices?

Question 2
How can States secure the proper evaluation of datasets used by ADMs in content
moderation as well as the functioning of the algorithmic systems that they implement is tested and evaluated with due regard to potential impact on human rights, with emphasis on right to freedom of expression?

Experts' recommendations

SESSION 1: Main observations and key messagesSESSION 1

Question 1
What transparency obligations should be established by a regulatory framework in order to enable meaningful transparency regarding the specific functionalities of the automated decision making systems that are used 
in governing potentially illegal content online?

Question 2
How can we enable meaningful transparency when it comes to the databases of potentially illegal content that currently remain closed to all stakeholders, including trusted third- party auditors, public authorities and 
vetted researchers?

Experts' recommendations

Tour de table

What potential negative impact of automated decision- making do you see, concerning measures against illegal content online, upon an individual's human rights, in particular freedom of expression, and the wider 
societal risk that can potentially follow for freedom of the media, democracy and the rule of law?

Independent oversight 
(with NDAs or a notary)

- also different levels of 
transparency for the public 

/ government etc. 
(legitimate reasons for 
some forms of secrecy)

Developing a system for 
independent audit (by 

regulators or otherwise) 
becomes all more difficult if 
it involves algorithmic audit 

as well - OBSERVATION 
FROM THE CHAT

Transparency 
should include 

explainability - in 
order to 

understand 
decisions

·       Platforms should also 
be mandated to provide 
detailed information on 

when they use automated 
processes (whether 

algorithmic or otherwise) to 
moderate third- party 
content and how such 
mechanisms operate;

How ensure human 
control on machine 

driven tools for 
qualitative 

assessments when 
legal concepts are 
not clearly defined

Otabek Rashidov 
(TNTD/OSCE): The 

introduction of new 
automated processes 

should be carefully 
scrutinized to ensure that 

they do not cause 
unintended consequences 
or restrict lawful content

False negatives 
can give a false 

sense of 
legitimacy to
 problematic 

content.

Aijamal Djanybaeva: Answer to Q2: Before using ADM 
and their algorithms, they need to test them. This can 

be done on the basis of existing Internet platforms, 
only by disabling the blocking function. Instead, 

everything that needs to be  blocked by the system will 
be stored in a folder - materials to be blocked. These 
materials must then be reviewed by experts who will 

be able to determine which algorithms did not work or 
worked incorrectly. In addition, there should be an 

effective complaint and appeal procedure and it should 
be clearly explained by what parameters the content is 

being filtered.

basic transparency 
information enable 
assessing of their 

impact on 
fundamental rights

Value of having 
an ongoing 

institution (e.g. 
Anderson 

report)

AI- based systems require a 
lot of data in order to learn. 
Intensive machine training 
and balanced datasets are 
crucial to avoid biases and 
involuntary discriminations

Aijamal Djanybaeva: Decisions on blocking must be 
made by the court. In this case, the decision of the 

court can be appealed to the higher judicial authorities. 
It should also be possible to involve an expert or 

conduct a comprehensive examination to determine 
what the author wanted to say by disseminating this or 
that material and other important points, which cannot 

be done by AL.  It is very important that states have 
organizations of independent experts, including 
linguistic experts, who can conduct independent 

examinations.

Attempts to limit the 
collection of data is 

unrealistic. Use of this data 
against legitimate interest 
of an individual should be 

restricted. It is up to an 
effective legal system to 
defend individual rights 
and prevent data abuse.

Bias in datasets 
can cause certain 

keywords or 
discourses to be 

flagged for no 
good reason.

We need to consider what platforms are actually used 
for illegal activities online and how to access them. 
Most child sexual abuse online is shared through 

private individual FTP servers and transfers which can't 
be accessed in the same way as say social media 

platforms can be to regulate content. Making these 
legally accessible cause major privacy issues and open 
 the door to abuse of freedom of expression., such as 
the seizing of  journalists servers . Tricky question... 

 (reference to the research work by Dr. Marie 
Eneman)OBSERVATION FROM THE CHAT BY LALYA 

GAYE

How reconcile the 
right to receive 

information with the 
risk of excessive 

take- down actions 
and possible chilling 

effects

It is essential to examine 
the types of harmful 

content and the types of 
technologies used to better 

address the risk of each 
tech.

OBSERVATION FROM THE 
CHAT BY MARIELZA 

OLIVEIRA

Researcher access was 
massively set back by 

Cambridge Analytica, so 
that would need to be 

accompanied by some sort 
of verification or 

certification process.

·       Mass surveillance 
of online content and 
profiling of authors of 

censored content; - 
affecting also the 

freedom of association 
and assembly online

How ensure public 
oversight on private AI 
driven initiatives and 
achieve right balance 

between different rights 
and interests

·       Criteria for 
restriction/removal should be 

included in clear detailed policies 
or guidelines that should be 

adopted and regularly reviewed 
through a multi- stakeholder 

consultative process including 
civil society organisations;

There must be a 
trail of 

documentation to 
ensure effective 

third part review.

Necessary to 
look at the 

code behind 
algorithms
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Aijamal Djanybaeva: In this case, several 
tools can be used:

1. Automated systems should be able to 
filter out information that cannot be 
unequivocally categorized as illegal 
content. In such cases, the decision 

should be made by people - preferably a 
group of experts. The material itself also 

matters – its amount, where it is 
distributed, who distributes it, etc.

2. Ensure the ability to appeal blocking or 
removal of illegal content through 

transparent procedures.

There is an onging 
trend of cultural 
stigmatization of 

AI use.This should 
also be avoided.

Introduce a "neutral third party" (Notary) 
at a layer between the state and the 

platform to oversee the algorithm used 
by platforms (in line with human rights 
standards) by respecting he "busines 

secret" of the platform

·       Publication of detailed 
motivation/rationale for 

removal, with specific 
reference to legal source 
violated and possibility of 
requesting human review;

Data should 
not only be 
transparent 

but also 
comparable.

·       Mandate online 
platforms to grant data 

access to researchers and 
civil society organisations 

conducting studies of their 
functioning in the public 
interest (mandatory data 
access regimes for public- 

interest research)

Martin (chair): A key issue is a 
duty to assess and record the 

BENEFIT actually obtained 
towards the legitimate aim (eg 
prevention of terrorism). What 
does not produce benefit was 
not necessary. What produced 
very little benefit was probably 

disproportionate

·       Online content providers 
providing access to third parties 
should be mandated to compile 
transparency reportsthat should 
clearly indicate and explain the 

criteria used for content 
curation, moderation, data 

collection and analysis and the 
human rights impact assessment 

conducted before adopting 
them.

What's the actual benefit: 
duty to provide a 

independent evaluation 
afterwards to see whether 

it worked out. Benefit / 
potential benefit ... can this 

also check utility / 
proportionality?

it is important to divide discussion between different 
ttpes of uses (e.g. data at rest, data in motion..) it 

would be useful to to "pull out" different types of illegal 
content (terrorist communication, child abuse...) and to 

think about different ways that AI would be used to 
prevent the use of systems for such content. Because 
these technologies operate differently, their use are 

likely to have different implication if applied to speech 
- So I suggest some attention to what type of illegal 

content are being acted upon and what specific 
technological methods ARE BEING USED = SUSAN 

LANDAU FROM THE CHAT

set the rules within which 
the algorithms can be 

designed and hold them 
accountable by ensuring 
algorithmic explainability 

and independent oversight, 
such as through civil rights 
and human rights review

Suggestions on Q1 from the Code of 
Ethical conduct in AI applications 

(currently in development): 
1. disclose the use of AI technologies 

when interacting with a person
2. document all substantive decisions, 

available for independent review
3. develop clear attribution of 

responsibility for decisions

Regulation should protect 
individuals' rights as much 
as needed, but regulate as 

little as possible

ADM implies three main 
actions (detect, identify and 
address illegal content 
online) and for each of 
them there is a risk of 
mistakes and abuses when 
qualitative assessments are 
necessary.

It is important to properly 
separate different types of 

transparency: vis- a- vis specific 
user, Governments, experts, and 

general public disclosure. 
Transparency rules need to be 

flexible and not disincetivise the 
adoption of certain mesaures by 

platforms (as it might be 
burdensome to be transparent 

about them afterwards)

Q1: First of all we should give the best 
definition of the “illegal content”, because 
the legislation in authoritarian countries 

defines as “illegal” any content which 
contradicts to official position of the 

government.
---

Users have a right to know what kind of 
their personal information is collecting by 
the platforms. They also have to have an 

option to switch off collection of 
particular kind of information. And the 
State should guarantee this right by its 

implementation into the legislation

·       Publication/periodic 
review of impact 

assessment throughout 
lifecycle of systems; with 

multi- stakeholder 
participation/review of 
human rights expert 

organisations:

·       Interested third- parties such 
as civil society organisations or 

equality bodies should be 
regularly consulted by online 

content providers to help assess 
the human rights impact of their 

content curation and 
moderation and devise effective 
policies/community guidelines 

compliant with rights;

In light of 
increasingly 

diverse societies: 
relevant who 

decides what is 
"illegal"

Clear 
attribution of 
responsibiliti

es.

better access to 
automated decision 
making systems, but 

also better 
access to data

and access to code

Multistkaholder 
participation - 
how to include 

"democratic 
oversight"

Inspirations 
could be 

drawn from 
the financial 

market

Despite necessity for 
human rights assessment 

before deploying AI, 
independent reviews 

should take place 
throughout the life cycles

Use of 
standard- 

setting 
instruments

Data should 
be 

comparable

Rec, on how to ensure 
meaningful transparency:

Establishing institutionally 
separate systems for auditing 

and regulation. To ensure proper 
verification of data used for 
regulatory purposes without 

sacrificing data security

Transparency also means that those making decision 
on the complaints about the content being taken down 

have to be provided with sufficient information (at 
minimum: description of the purpose and context of 
the system, as well as the legal basis; a description of 

possible harm of using the system, including questions 
around false positives, false negatives, and other 

possible harm due to the automation and scale of use; 
and a description of the technology used (this includes 
information on the data used for building the system 
and its legal basis for processing)) to be able to decide 
on the complaint but also also explain their decision to 

individuals impacted/complainants.

judicial authorities 
should review the 
results of content 

moderation to 
determine illegality 

and retrain the 
algorithms

Complement 
transparency with 

other levers or 
interventions, for 
example media 

literacy 
requirements

After solving the transparency and 
accountability problems, it will be 

essential to bridge the gap between high- 
level ethics statements or regulatory 

goals on the one hand, and the ordinary 
practice of data science on the other - 
practical and implementable guidance 

for those developing and deploying 
systems of accountability is needed to 

address discrimination.

While talking about transparency obligations to be 
imposed on platforms primarily in order to avoid 

negative impact on fundamental rights, rule of law and 
democracy, one should never forget that the positive 

obligation to secure the effective exercise of 
fundamental rights and prevent fundamental rights 
violations lies with the States. This obligation should, 
for example, entail providing necessary guidance to 

platforms to ensure that their content restricting 
polices set out in the general terms and conditions pay 

due regard to the relevant human rights standards.

ToRs of internet providers 
should include explicit reference 

to the international legally 
binding human rights standards 
that inform their guidelines for 
blocking/removal. There is also 
lack of transparency on use of 
other measures such as traffic 

access slowdown/reductions that 
should be addressed. (Francesca 

Fanucci/ECNL- CMDS/CEU)

It's necessary to engage with 
communities to really 

understand inequality and 
consider impact and remediation 

all the way from the design 
phase to to deployment and 
disputes (beyond equalising 

error rates) - incentivising 
practical change in design 

processes must be a key priority

Transparency is vital at multiple levels:  1) 
transparency on the AI mechanisms/how 
these are shaped/trained 2) transparency 

on interventions made following State 
requests and responses given to States, 

3) access to retained information. 
Content governance interventions 

requested by States are particularly 
relevant for global understanding on the 
constraints to civic space: for example to 
know with greater precision how many 

government orders a platform received, 
how it responded, and whether any 

orders led to later judicial review.

need to have 
ongoing 

assessment, 
not one- off 

reviews

We need more 
research on the 

lifecycle of datasets 
used, for example, 

by media for 
automated news 

production.

Always take into account 
the unmentioned realities 
of content governance ... 

short deadlines will 
automatically force AI tools 
to be used. Governments 

can - if in bad faith -

besides data proteciton, 
technical aspects, such as basic 
infromation about the systems, 
to understand how they work 
and how they interfere with 

fundamental rights is crucial, 
especially for human rights 

impact assessments. What the 
harm would be?

basic info about data set: 
where do they come from? 

who labeled them? 
Evidence based accuracy fo 

the training data set is 
essential becasue only with 

this basic info we can 
assess how these tools 

work for different purposes

Access to data for independent 
researchers is crucial to be able 

to evaluate impacts of 
automated systems on human 

rights; legal frameworks need to 
support this kind of access to 

data and technical approaches to 
protect individual privacy during 

research are essential

We need transparency obligations to be 
able to answer questions such as the 
following: Who provides the training 
datasets to the AI companies for the 

testing/development of their products 
aimed at media production?

Do we know/understand who produces 
and ultimately owns this data?
Where do they get the data?

How do they process it/analyse it?
Who do they share it with? (Francesca 

Fanucci, ECNL and CMDS/CEU)

double layer of rules: positive 
legislation and parallel set of 
rules on which private actors 
intervene and on which basis 

they train algorithms => 
discriminatory bias. Training 

machines is a crucial moment in 
which we can prevent 

fundamental rights abuse

Transparency is necessary 
from the online service to 

the user about how 
automation was employed 
in the decision to remove 

their content/account. This 
helps with understanding 
the type of remedy to be 

requested

it's impossible to train and and 
to avoid bias, there are always 

trade offs. All data contain 
information about the extent of 
the world that will always have 

inequalities. We can do better or 
worse on this but we can't aim at 

eliminating bias but rather 
reducing it

OBSERVATION FROM THE CHAT 
BY JOANNA BRYSO

Session 1. 
Transparency about 

origin and creation of 
datasets used to train 

algorithms. Private 
corporations vs. public 

service interests

we have to remember that these are 
globally centralised systems that are not 
the part of any public decision making 

process. HOw do they interact with 
oversight systems at the national level? 

70% of internet content is  Chinese  - high 
potential for flagging particular 

population unknown for the system. We 
need ot be aware of what is the 
regulatory eprview of this glbal 

centralised systems.

States need to consider making 
mandatory transparency requirements. 

Without understanding how systems 
work, it will not be possible to assess and 

protect the variety of human rights 
potentially impacted by automated 

detection of illegal content. Such 
information should include description of 
the purpose of systems, potential harm 

from false positives and negatives, 
content and origin of training data, as 

well as accuracy assessments.

AI based device surveillance 
- this is also about bypassing 

encryption to detect "grooming" 
etc. insofar as this is said to take 

place in encrypted messages. 
Function creep

BEN HAYES FORM THE CHAT

Barrier imposed 
by the lack of tech 
literacy - focus on 
some education is 

crucial.

enpahsise to cooperate with industry, 
even though the collaboration is 

challenging due to the language that is 
being used . DNS abuse, for instance, 

sounds very technical and those that are 
not embodied in this discussions can see 
it as a security threats even though this- is 

much more of a policy language and 
includes potentially harmful content as 

well => autmating DNS abuse, notice and 
atake down processes - link in the chat.

companies are no making 
any commitments to HR in 
the context of AI, very few 
are committing to condut 

to the human rights impact 
assessments and very few 
have a policy on how they 

develop algorithms

intended and unintended 
negative impact of technologies: 
basic knowledge may be used to 
alter media space and negatively 

impact right to receive 
information. Unintended abuse: 

discrimination by design and 
there will always be a bias in AI 
system. Discrimination capacity 
of AI system needs to be sued in 

public interest 

Importance of 
independent 

complaint 
mechanics against 
ADM and access 

to redress.

all AI based on human culture 
will contain biases. But the whole 

point of intelligence you 
recognise the context. These 

effects are directly derived form 
the society. we need to have 

explicit design component that 
will force us to do better.

Avoid private 3rd party / 
big tech tools. Develop own 

tools according to own 
ethical principles instead. 

But you need cybersecurity 
for digital ethics, so this 
requires competence. 
Perhaps state or NGO 

provided toolkits?

Transparency obligations 
should start by a good 

general description of how 
the systems work. 

Information that may be 
restricted to the public 

should be subject to 
scrutiny by independent 

oversight.

Q2: require an IRB 
process to assess 

proposed impact of 
research and ensure 

it is designed to 
protect rights and 

privacy
Reply to Q1: States should promote 
impact assessments throughout the 

different stages of procurement, design, 
development and deployment of 

algorithm- driven processes and such 
impact assessment should include 

externa lrelevant  human rights 
organisations as well as civil society 

groups potentially affected (e.g., 
vulnerable/marginalised groups) 

(Francesca Fanucci, ECNL, CMDS/CEU)

the level of specificity 
to be able to ask right 
questions about those 

systems from 
companies about their 

algorithms can be 
dramatic.

building a capacity 
of regulators about 

algorithmic 
transparency is 

crucial and we have 
a long way to go.

Background: The goal of the expert group is provide a set of human rights centric 
recommendations addressed to OSCE participating States with the aim to identify 
human rights obligations, due diligence standards, and procedural fairness 
safeguards that can effectively prevent identified risks to the use of AI in content 
governance.

States have obligations to respect, protect, and ensure human and fundamental 
rights in online spaces. 

The expert group should build consensus around rights- respecting regulatory 
responses to the use of AI regarding the spread and dissemination of illegal 
content online.

We have talked about the dual nature of technology, the fundamental challenges 
of regulating  the use of AI tools while knowing too little about how they are used. 

In our recommendations we should identify both the  potential negative impact of 
AI tools upon individuals’ freedom of expression and the wider societal risks, 
including for freedom of the media, democracy and the rule of law, but also the 
impact of  State action that is not based on clear commitments to a human rights- 
based AI regulation policy. 

We will also address claims around the need to protect public security and safety 
as justification for the use of proactive identification and detection of potentially 
illegal content online.

improving funding for 
research, especially when 

exploring quality of training 
datasets. Governments 

should help to fund such 
a research, including the 

research on crucial 
elements of the ecosystem.

Capacity- building for 
regulators to perform 

oversight, to be able to ask 
the right kinds of questions 
and interpret/analyze the 
responsive data provided

There are also substantial privacy concerns that can 
arise from different models of oversight/monitoring by 

government of how private companies moderate 
users' speech, depending on what kind of information 

is shared with regulators, whether that information 
then becomes accessible to other parts of the 

government (law enforcement, intelligence agencies), 
and what kinds of inferences about characteristics of 
users or their associations/community memberships 

may be drawn. There is a real tension between having 
adequate information available to assess disparate 

human rights impacts on users and communities, and 
the privacy risks involved in the data collection that 

makes such assessment possible

Introducing specific procedural 
safeguard, like 3rd person public 
representative, who would have 
an access to data on behalf of 

the defence would help law 
enforcement authorities to 

become more accountable and 
transparent.

If algorithmic systems or 
surveillance is used by the law 

enforcement, it should be a 
requirement

they don’t self- generate the 
suspicion but investigate it. 

When online content is gathered, 
you have anything but private 
information which generates 

suspicion and becomes a subject 
of investigation.

significant risks that 
come from proposals 

to require tech 
companies to report 
content/activity that 

appears to reflect 
criminal activity

Some content (e.g. 
terrorist) is so rare, 
that if we want to 
fully capture it, we 
need to essentially 

engage in 
surveillance.

Governments have a role to play 
in the funding of independent 
research, including projects to 

develop data sets that can 
support substantial additional 
research into areas of bias and 
disparate impact of automated 

systems

Australia isn't an OSCE country, but their 
approach to eSafety and safety by design 

blends principles based regulation and 
use of self- assessments: Safety by Design 

| eSafety Commissioner

Their reporting channels and handling 
processes can also be learned from: FAQ 

about making an image- based abuse 
report | eSafety Commissioner

We also need to apply the 
same level of scrutiny to 
governments' own use of 

automated content 
analysis, such as facial 

recognition technology or 
social media monitoring, 

which can raise significant 
risks to fundamental rights

Q1: Content limitation is based on the idea of its 
personalization. Personalization is the result of 

algorithms for collecting and analyzing personal data of 
users. Each person should be able to restrict the work 
of algorithms for the collection of their personal data, 
up to a complete ban on their collection and storage.

 The task of the state is to prescribe such a right in the 
legislation, and the task of the platforms is to provide 

in their algorithms the possibility for the user to disable 
the collection of their personal data.

The group i also tasked with providing technical recommendations that enable 
identification, analysis and assessment of significant systemic risks stemming from 
content moderation systems, including when used to prevent the rapid 
dissemination of illegal content.

Future:

The expert group should focus on making concrete recommendations

Problem: There is no lack of recommendations regarding AI use in content 
governance.

Solution: It might make sense to leverage the history of the OSCE.

The 1975 Helsinki Accords formulated a commitment to comprehensive security by 
Participating States, including respect for human rights, fundamental freedoms, 
and democracy. This definition of security allowed, for the first time, that States 
were held accountable for human rights violations happening inside a country at 
an international level.

We need to develop Accords for the Algorithmic Age. We can start with clear 
guidelines for States regulation of automated decision- making systems used in 
content governance.

New technologies 
disrupt governance, 
thereby increasing 

inequality

If this area falls under 
supervision of a regulator, it is 

vital to ensure its independence. 
In many countries, domestic 
legislation may enable the 

targeting and discrimination of 
minority voices. In any event, 

non discrimination should be a 
key objective of the regulator 

(Gabrielle Guillemin, ARTICLE19)

Need for more collaborative 
review (e.g. UK: Digital 

Cooperation Forum) because 
when in the fields related to 

cybersecurity, it's very difficult to 
foster adequate collaboration

Provide guidance on how companies can 
conserve data related to COMO without 

running afoul of privacy laws, and ensure 
that there are rigorous standards for 

researchers to gain access to that data 
(through IRBs and independent 

accreditation process for example) and 
that regulators are reviewing the 

outcomes of algorithmic decision making 
(in terms of both false positives and false 
negatives) and feeding back to improve 

learning

Designing effective 
and inclusive 

regulatory 
institutions of 

participation is a key 
challenge

Enforcement 
cooperation should 
concern the three 

crucial moments when 
illegal content is 1) 

detected, 2) identified, 
and 3) addressed.

Beyond social media 
platforms and search, 
there are other issues 
that are not regulated 

(e.g. consultancy)

 Re terrorist content online, some 
evidence/information collected might not 

be fully disclosed to the defense. AI is 
often used as a shield invooking IP/trade 

secret, lack of explainability, etc But if 
evidence is used by police to guide future 
investigation, this may never be used in a 
court and therefore defense might never 

see it. We need safeguards for police 
authorities to be more accountable and 

transparent.

Detailed provisions establishing the 
minimal requirements for the 
independence, expertise and 

competence of  mechanisms carrying out 
audits of algorithms and overall 

assessment of platforms interventions is 
key. Independence requirements are 

specially vital as there is broad scope for 
abuse and desire to use these channels 
to restrict online speech in authoritarian 

contexts.

Companies need to capture 
the production and not the 
consuption of child porn. 
Separating the different 

parts of what the AI 
systems will be surveilling 

is critical.

Deployment of tools 
depends on: Type of 
content (regulated 

differently); type of tools 
(ML or hash matching); use 

of tools; governance of 
tools.

Need for public 
authorities/regulatory 

bodies to oversee 
collection of evidence. 

Issue: not everyone has the 
capacity to do so (e.g. 

financial and ecological 
cost of storing data)

On the one hand, we go back to who should have 
access to such content. Cooperation with human rights 

NGOs can be a guarantee that authors of illegal 
content can be held accountable.

On the other hand, if it is possible to automate the 
recognition of illegal content, then it is possible also 

automate the process of sending it to law enforcement 
authorities. But it’s strongly important to have very 

clear definition of the “illegal content” independently 
from special services point of view and one universal 

definition for all users, but not different definitions for 
users from different countries.

Platforms have code of 
conduct, guiding principles: 
tension between obliging 

companies to do 
something, and where they 
take voluntary measures, 

make sure these are 
transparent and fair

With perhaps 2 or 3 exceptions, 
individual states can do little. We should 
seek to increase empowerment of states 

not already in a union through 
competence building on regional (or 

transregional) harmonisation on digital 
law and regulatory enforcement. e.g. to 
Africa, ASEAN. We probably should NOT 
seek a single global solution; diversity 
helps evade regulatory capture and 

promotes innovation.

For governments to provide adequate 
protection they need adequate resource. 
Also, inequalities on present scale create 

not only instability but enormous 
inefficiencies e.g. housing crises. Must 

negotiate transnational tax, this probably 
should be at the UN level though it can 

be started GDPR- like with access to 
significant markets as the reward.

Also need protection from 
regulatory capture / corruption / 
democratic backsliding. Can we 
harmonise corporations to help 

us defend from corrupt 
governments (either as leagues 

or in partnership with 
governments?) Or is this 

something only organisations of 
states can achieve?

reuirement of transparency 
between developers, 

company and tehsuers. 
COmapnies ahve to be able 

to exmapin what is the 
actual benefit obtianed 

thorugh the use of 
algorithm.

third party 
oversight and 
independent 

review.

importance of 
research 

funding that is 
not driven by 

AI hype

Research funding 
should emphasize 
transparency and 

accountability
redress and 

remedies when it 
comes to 

algorithmic 
decision making 

processes

Adverse impacts of AI on 
FOE: redress and remedies; 
outcomes of ADMS subject 

to proper review if 
discriminatory; 

independent review and 
evidence- based

evidence based 
assessemnt of the 
use of algorithmic 
decision making.

Differenciation between 
data used for detecting 

crime vs process of 
criminal investigation

importance to 
differentiate between 

different types of illegal 
content adn the tools 

used for their detection 
and identification.

Differenciation between 
types of illegal content: 
importance of avoiding 
"one size fits all" with 
ADMS in COMO. E.g. 

CSAM/terrorism have many 
differentiating factors

acknowledging 
differences between 

different phases: 
identification, 

detecitona and 
assessment of 

content's legality. 

Limits to judiciary oversight 
and need for forensic tools. 
Wrt big data, investigative 

agencies need to 
implement specific 

safeguards (esp when 
collaborating with private 

actors)

Helsinki Accords had 
a large impact re 

distribution of rights and 
obligations internationally. 

Merger of security and 
human rights -- role of 

OSCE in securing a human 
rigths approach to the use 

of ADMS

Importance of having 
technical experts

For effective private 
sector regulation 

worldwide, we need 
regulation from ASEAN 

& African Union

Helsinki Final Act for the Digital Age
For the 1975 Helsinki Final Act, please see here: 
https://www.osce.org/files/f/documents/5/c/39501.pdf

Role of training datasets, 
and how these can contain 

bias that can threaten 
certain groups’ freedom of 

expression and human 
rights

https://www.ohchr.org/Documents/Issues/Terrorism/SR/A_HRC_40_52_EN.pdf
https://www.ohchr.org/Documents/Issues/Terrorism/SR/A_HRC_40_52_EN.pdf
https://www.ohchr.org/Documents/Issues/Terrorism/SR/A_HRC_40_52_EN.pdf
https://www.ohchr.org/Documents/Issues/Terrorism/SR/A_HRC_40_52_EN.pdf
https://www.ohchr.org/Documents/Issues/Terrorism/SR/A_HRC_40_52_EN.pdf
https://www.amnesty.org/en/latest/news/2020/12/eu-counter-terrorism-agenda-takes-a-wrecking-ball-to-rights/
https://edri.org/our-work/draconian-anti-terrorism-measures-instil-terror/
https://edri.org/our-work/draconian-anti-terrorism-measures-instil-terror/
https://hudoc.echr.coe.int/eng#%7B%22itemid%22:%5B%22001-57499%22%5D%7D
https://www.esafety.gov.au/about-us/safety-by-design
https://www.esafety.gov.au/about-us/safety-by-design
https://www.esafety.gov.au/report/image-based-abuse/making-a-report-faq
https://www.esafety.gov.au/report/image-based-abuse/making-a-report-faq
https://www.esafety.gov.au/report/image-based-abuse/making-a-report-faq
https://www.osce.org/files/f/documents/5/c/39501.pdf

