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CONCEPT NOTE

Diversity and media pluralism are core democratic principles. With the rise of dominant internet
intermediaries and their influence over public discourse, the question arises on how algorithmic
curation exercised by private actors impacts these democratic values. In recent years, internet
intermediaries and in particular social media platforms have gradually become an important
source of information, including news content. The growing “systemic opinion power of
intermediaries”, which is „the power to create dependences and influence other players in a
democracy” is the result of automated systems closely building on unprecedented access to
users’ data.1 While there are numerous methods how intermediaries can exercise such power
asymmetries, the work of this expert group will primarily focus on content recommender systems
and personalisations of news content:

● Deployment of content recommender systems, which determine the ranking of content
as it is presented to individual users, thereby impacting individuals’ freedom to seek and
impart information, have far-reaching impact on the overall information landscape, and
media freedom. These recommender systems‘ design significantly affects what is seen
online, and what remains hidden – and for whom. The factors for ranking can include the
level of engagement specific content is generating among other users, the type of
content, when it was shared, or how users have interacted previously with similar
content. As a basic principle, the content prioritised and displayed to a user is the one
the system predicts they are most likely to engage with. Similar to systems for
personalised and behavioural-based advertisements, content recommender systems
extensively collect users’ data to create digital profiles, assess similarities among users,
and make inferences based on this data.

● Algorithmic content curation deployed by online news sites or news sharing on social
media have substantially changed the information and news landscape. In the current
context, it is highly relevant to explore how the changes in the media landscape and in
users’ media consumption affects media diversity on the one hand, and policies that are
directed at facilitating and fostering the role of the media as a “general interest

1 Natali Helberger, The Political Power of Platforms: How Current Attempts to Regulate Misinformation Amplify Opinion Power
(2020). retrieved from <https://www.tandfonline.com/doi/epub/10.1080/21670811.2020.1773888?needAccess=true>
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intermediary” on the other hand.2

The goal of this expert group is to provide recommendations for strengthening the protection of
human rights and fundamental freedoms, with the focus on the absolute right to form one’s
opinion and to safeguard media pluralism and media freedom that may be negatively impacted
by algorithmic content curation and personalisation. Specifically, the experts will address the
amplification of potentially harmful but legal content, such as dis- and misinformation; and the
impact of recommender systems on diversity of information, including self-selected and
pre-selected personalization of news content.3 The expert group will explore whether and how
the endangering of media pluralism online may lead to a polarisation of societies.4 The expert
group should focus on algorithmic content curation at scale deployed by large internet
intermediaries because scale matters: the societal impact of a single message or video rises
exponentially when a powerful algorithm is driving its distribution.5

The algorithmic selection of content for users is based on intermediaries' own rules that follow
their own and advertisers’ economic interests rather than democratic or editorial news values.
Content recommendation is crucial for the growth and dominance of large internet
intermediaries, and lies at the heart of their business models. As recommender systems are "a
key logic governing the flows of information on which we depend",6 internet intermediaries have
gained a gatekeeping function, implicating public interests and swiftly becoming a key point of
control.7 Their recommender systems significantly reconfigures the logics of public
communication and pressurizes professional journalism by altering journalistic routines,
changing the journalist–source relationship regarding selection of sources as well as verification
strategies.8 Moreover, news items are accessed less often than a bundled overall offer of
individual information content. Therefore, every single post fights for attention in the news feed.
Since user reactions are usually based on the very first impression, clickbaiting in the news feed

8 Sophie Lecheler, Sanne Kruikemeier, Re-evaluating journalistic routines in a digital age: A review of research on the use of online
sources. New Media & Society (2015). Retrieved at <https://journals.sagepub.com/doi/10.1177/1461444815600412>

7 Paddy Leerssen, The Soap Box as a Black Box: Regulating Transparency in Social Media Recommender Systems. Retrieved from
file:///Users/eliskapirkova/Downloads/Leerssen%20EJLT_corr.pdf.

6 Gillespie, T. (2018). Custodians of the internet. Retrieved from
https://www. researchgate.net/ publication/327186182_Custodians_of_the_internet_Platforms_content_moderation_and_the_hidde
n_decisions_that_shape_social_media.

5 Nathalie Maréchal, Ellery Roberts Biddle (2020). It's Not Just the Content, It's the Business Model: Democracy’s Online Speech
Challenge: A Report from Ranking Digital Rights. Retrieved from
https://www.newamerica.org/oti/reports/its-not-just-content-its-business-model.

4 Filter bubbles refer to the distribution and usage of information and development around a single user through algorithmic
recommendations, in which the individual user may be largely uncoupled from relevant societal discussions. On the other hand,
echo chambers refer to communication situations where one is exposed only to opinions that agree with their own, thus one is never
alone in an echo chamber (Stark, Stegmann, 2020, see footnote 6)..

3 Frederik J. Zuiderveen Borgesius, Damian Trilling, Judith Möller, Balázs Bodó, Claes H. de Vreese, Natali Helberger, Should we
worry about filter bubbles? (2016). Retrieved from <https://policyreview.info/node/401/pdf>

2 Judith Moeller, Damian Trilling, Natali Helberger, Kristina Irion and Claes De Vreese, Shrinking core? Exploring the differential
agenda setting power of traditional and personalized news media (2016). Retrieved from
<https://www.emerald.com/insight/content/doi/10.1108/info-05-2016-0020/full/pdf>
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is used for attracting attention and engaging users, which, in turn, facilitates advertising and
thereby generates profit.

Recent research findings reveal that content recommender systems can contribute to the
polarisation of opinions and attitudes online, though it must be noted that several conditions
have to be fulfilled for algorithmic filtering to be effective in causing polarization. For instance, an
important factor is the predisposition and political attitude of users, and algorithmic filtering can
cause polarisation especially for those users who are already at the edges of the political
spectrum.9 Thus, it cannot be simply assumed that algorithms are capable of polarising society
per se, though the aim of content curation to drive engagement and even attempts to boost
users’ engagement for profit have been clearly documented. Since controversial issues in
particular generate more user engagement, such content is more likely to be highly ranked by
algorithms programmed to increase user engagement and thereby more likely to be visible to a
larger audience.

The expert workshop will focus on the following thematic areas:

● States positive obligation to effectively protect public interest and address power
asymmetries between internet intermediaries and individuals that result in
unjustified interferences with their absolute right to form an opinion: The expert
group will address how to secure an adequate level of public scrutiny, meaningful
transparency requirements necessary for effective oversight and users’ empowerment,
and finally, adequate safeguards for a non-distorted public space of democratic
discourse.

● Meaningful transparency: Internet intermediaries typically incorporate ‘diversity’ into
recommender systems simply to engage the user and increase their profits, rather than
to promote a pluralistic, democratic debate. These systems may have unintended
consequences from the perspective of media pluralism, and broader societal objectives.
The expert group will address ways to establish meaningful transparency measures, with
the needs of users in mind.

● Content diversity: Given the risks of overly personalised content on social media
platforms, the expert group will address whether and how large social media platforms
should be required to take steps to ensure users are exposed to sufficiently diverse
content and balanced coverage of issues on their service by default.

9 Birgit Stark, Daniel Stegmann. Are Algorithms a Threat to Democracy? The Rise of Intermediaries: A Challenge for Public
Discourse. Retrieved from
https://algorithmwatch.org/wp-content/uploads/2020/05/Governing-Platforms-communications-study-Stark-May-2020
-AlgorithmWatch.pdf.
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● Prioritization of public interest content: algorithmic selection of content is primarily to
enhance user engagement for economic purposes rather than to ensure users are
exposed to a diversity of information sources, perspectives and opinions, or that they are
informed on issues of public interest. The expert group will assess whether and how
rules should be developed around the prioritization of public interest content.

● Media pluralism: The excessive market concentration leads to a small number of social
media platforms acting as gatekeepers of the flow of information online, including media
and news content. The expert group will address whether and how large social media
platforms should promote media pluralism and ensure that a diversity of media actors
get their content distributed visibly on their platforms.

The expert group should provide guidance on independent auditing of algorithmic content
curation tools as well as (ex ante) human rights impact assessments, with the emphasis on the
need to return the agency and control back to users. In this vein, members of the expert group
should provide a set of human rights centric recommendations addressed to OSCE participating
States with the aim to identify effective ways to adhere to human rights obligations, due
diligence standards, procedural fairness safeguards and adequate public oversight that can
effectively prevent risks to freedom of expression and media freedom.
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AGENDA

10:00 - 10:10
Welcome by OSCE RFoM and Access Now

● Teresa Ribeiro, OSCE Representative on Freedom of the Media
○ Welcoming remarks

● Eliska Pirkova, Europe Policy Analyst, Access Now
○ Introducing the agenda and objectives of the working group
○ Housekeeping rules

10:10 - 11:00
Tour de table

● Name and affiliation (and your favorite dessert)
● What are, in your view, two utmost priorities that this workshop should tackle when

addressing potential human rights violations caused by the deployment of recommender
systems, personalisation of news content and algorithmic content curation in general by
large internet intermediaries? Please when preparing your contributions, focus on the
right to form an opinion and media pluralism.

11:00 - 11:10
Coffee break

11:10 - 12:00
Session 1: Personalisation of news content by internet intermediaries as well as by
private and public media, and its effects on access to diverse information

Extensive parts of traffic to news sites passes through internet intermediaries, such as social
media sites that deploy recommender systems, personalisation of news content and algorithmic
content curation in general to determine the supply of news items for individuals. This may
result in negative impacts on various human rights of users, especially when pre-selected
personalisation is used, i.e. when the personalisation of news content is not a result of a
user's direct choice but determined by an opaque algorithm that decides what content is
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shown in a user’s newsfeed. At least in theory, if algorithms are programmed to favour news
items that cover only a small set of topics that users are assumed to be interested in, users may
be deprived of information of public interest or on many other diverse topics that are important
for democratic discourse and society at large. States have a positive obligation to promote
media freedom, including by enabling a vibrant, pluralistic media landscape to the benefit of
society’s right to access a diversity of information.

● Introduction by the Chair covering the main areas for this session
● Discussion among experts

○ In your view, is there a serious risk that pre-selected personalisation of news
content may impede media pluralism and lead to the creation of ”filter bubbles’’
and to polarisation of society at large?

○ If so, how can States mitigate such a risk, including regulatory responses
addressing governance of internet intermediaries as well as other concrete
measures in this regard, such as prioritising public interest content?

o Can mandatory ex ante human rights impact assessments and other due
diligence safeguards play a significant role in preventing such risks? How should
they be designed in order to be effective?

12:00 - 13:00
Lunch break

13:00 - 13:50
Session 2: States’ positive obligation to protect the absolute right to freedom of thought
and opinion from unjustifiable interference by internet intermediaries

The right to freedom of thought has been described as “one of the foundations of a democratic
society” and “the basis and origin of all other rights”. Internet intermediaries exercise
gatekeeping control by deploying tools closely related to interaction with individual users, the
amount of knowledge and control they have over the user base, and their exposure to diverse
information. The gatekeeping role allows intermediaries to significantly shape the content
diversity that users are subject to, and thereby, the opinion formation process.
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● Introduction by the Chair covering the main areas for this session
● Discussion among experts

○ In your view, do recommender systems, personalisation of news content and
algorithmic content curation in general have power to manipulate users’ right to
form an opinion and to decrease the content diversity that users are being
exposed to? If so, what is the role of States in preventing users’ thoughts and
opinions from being manipulated by automated decision-making systems that
personalize and curate both user-generated and news content?

○ Is the collection of personal behavioural data lawful for the purpose of content
recommendation, and given the current profiling practices performed by
intermediaries, can users still exercise their right to freely receive information and
ideas?

13:50-14:00
Coffee break

14:00-14:50
Session 3: States’ positive obligation to effectively protect public interest and to enable
public scrutiny and adequate oversight mechanism

Concerns about the negative impact of content recommender systems and personalisation of
news content on users’ freedom of thought and democratic discourse are legitimate. However,
researchers and other independent stakeholders with relevant expertise lack proper access to a
wide variety of intermediary data in order to scrutinize methods responsible for users’
manipulation.

● Introduction by the Chair covering the main areas for this session
● Discussion among experts

○ Can legally mandated criteria of meaningful transparency imposed on internet
intermediaries return the agency back to users and if so, what information should
be disclosed for the purpose of users’ empowerment?

○ What data, parameters and other relevant information should be disclosed by
internet intermediaries about their content recommender systems and algorithmic
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personalisation of news content in order to achieve effective public oversight and
in a full compliance with data protection standards?

○ What public authorities and other independent stakeholders should have access
to this data and who should be responsible for their verification?

○ Should a data access framework be legally mandated by States or rather under a
voluntary self- or co-regulatory framework?

○ How can States increase users’ awareness that they are being subject to
personalisation of content, including news content, via recommender systems,
especially when pre-selected personalisation is put in place by intermediaries?

14:50 - 15:05
Coffee break

15:05 - 15:55
Closing remarks:

● Brief discussion on areas not covered by this workshop which would need additional
attention (in the scope of the specified subject matter: right to the freedom of opinion and
media pluralism)

● Summarising the takeaways, seeking to identify technical recommendations from the
“how to” discussions in the three sessions

● Explaining the next steps



how to push forward 
concrete policy 

solutions that protect 
FoE and right to receive 
information. what are 

best practices to 
achieve this?

how to ensure not just 
freedom of opinion but 

of informed opinion
how to ensure 

transparency and 
accountability from 

media platforms

look for practical 
recommendations 
on media literacy 

so people 
understand 

implications of AI.

it is not irrelevant that most of our knowledge and 
understanding of how big and deep problems of 

personalization, filter bubbles, polarization etc. are 
come from studies conducted in a limited number 

(mainly Western) countries. We largely miss on what is 
happening and what the impacts are in other political 
and cultural contexts. Policy could also do some good 

here by creating more opportunities and capacity 
building for researchers in countries which are left out 

of the picture of what we currently know, as 
researchers there face a set of obstacles 

(underfunding, lack of training, language barriers etc.)

how to increase 
intermediary 

liability in a way 
that doesn't 

infringe on user 
choice

How to foster 
diversity of 

information online 
(ex. new digital deal 
- info deserts: how 

to remedy this)?

pluralism as the 
focus. use this 

workshop to regain 
attention to this 

issue and reaffirm 
significance

provide suggestion 
about how meaningful 

transparency can be 
achieved to uphold 

user autonomy when 
navigating digital 

environments

media industry 
reliant on 

platforms/AI 
for economic 

viability.

recommendations 
on media literacy - 
as global rules as 

possible

need access 
to evidence 

re:filter 
bubbles.

discussions on reducing harmful 
content online tend to focus on 

solutions that involve giving 
users more control. Possibly an 
inherent tension between this 

and the collective impact of this 
engagement for the collective. Is 

more control for users the 
solution?

How to strike a 
balance between 

regulation and 
self- regulation by 

media 
companies?

look at 
interests of 

those in global 
north and 

global south!

how much to 
interventions that 

allow users to 
tweak settings 

affect RS for the 
collective?

how can we 
ensure that 

states are not 
becoming digital 

oppressors?

1 - personalization can 
be very helpful, esp if 

more user driven. need 
to distinguish types of 
personalization, which 
can have a diversity of 

effects.

2 - should State 
intervene or 

step back? - this 
raises issues for 

MF/FoE/FoT

2 - create conditions 
for smart use of 

tech. 
personalization as a 

way to promote 
diversity, not just 

hampering it.

1 - problem is not just 
exposure o diverse 

content. need to 
answer 'how can other 
radicalization occur'? 

(not just looking at 
'filter bubbles'

need to focus 
on user identity 

plus user 
empowerment.

2 - promote media 
innovation! in terms of 
funding, first cuts are 

always R&D. problems are 
broad - ecosystem, power 
distribution (esp. power to 
innovate!) We need to look 

holistically at all these 
issues.

there is 
always bias 

in AI 
systems!

One of the entry roles of states 
should be to set the framework 

that will ensure transparency 
and explainability (nuanced vis-à- 

vis the public and public 
authorities) regarding the criteria 

used for prioritizing or 
deprioritizing information by 

different recommenders

Is this the role of the State? 
State can address obstacles 
to freedom of thought and 
expression, but not the role 

to try to influence 
thoughts/expression.

The ability to target audiences 
isn't inherently bad (US study on 
targeted health information), but 

need to assess intent, and 
whether to regulate based on 
outcomes (looking to negate 

negative outcomes, rather than 
regulation broadly)

Role of the State is to look 
at legislation and adopt in 

line with International 
standards/legislation. 

Identify who stakeholders 
in regulation are - 

stakeholders should be 
independent from State, 

however.

State should clarify policies 
for AdTech, which are really 

damaging ecosystems. 
Some legislation already 

exists, but we need 
stronger regulation, 

through possibly stronger 
due- diligence processes.

Strong civil society 
role in 

assessment/imple
mentation/evaluat
ion and just State- 

led

how do we treat actors on 
different platforms 

(demoted/promoted/mone
tized) and where do these 

allowances capacities come 
from/why do they differ 

from platform to platform?

 Stakeholders to evaluate 
market element: there is a 

risk that AI will enhance 
concentration of power 

and prevent 
diversity/plurality, and 

increase risk of surveillance 
culture for citizens.

states should guarantee 
the independence of public 

service broadcasting and 
provide funding for 

innovative projects  that 
nurture pluralism and for 
research to assess impact 

on society

Goal: arrive at shared 
understanding of inclusivity 

and diversity without 
empty/useless policy 

slogans, including shared 
points of entry for State 

engagement.

Be more open and clear about 
the fact that we’re operating in 

an environment with competing 
goals - for example, increasing 
media diversity on platforms 
through non- discrimination 

obligations can be at odds with 
promoting authoritative or 

government sources to fight mis- 
and disinformation.

what are the 
best practices 
in regulation 
platforms ?

how automation 
changes the media? 

How to strike the 
balance between 

regualtion and self- 
regualtion of media?

ways we can de- 
link commercial 

imperatives from 
curation/rec of 

news.

RESOURCES

Diversity by design
https://www.canada.

ca/en/canadian- 
heritage/services/div

ersity- content- 
digital- age/diversity- 

design.html

windhoek 
declaration - we 

need 'VTC 'on behalf 
of users: curation, 
transparency and 
impact on media 

viability

how to smaller 
States leverage 

power to 
control/regulate 
intermediaries?

identify areas with 
existing gaps and 

solutions for filling 
them - including 

assessing impact of 
these new 

technologies

IEEE P7000 series of 
standards (currently 

in draft) 
https://ethicsinactio
n.ieee.org/p7000/
(particularly P7003 
on algorithmic bias)

need to look beyond AI and 
tech and address political 

economy as a whole: 
deconcentration of 

resources and support for 
alternative actors. AI and 

concentration of power are 
both the problem.

certain policy- makers 
benefit from lack of power 

by media. how can OSCE pS 
develop policy to ensure 

diversity, transparency and 
plurality (esp for campaigns 

or political engagement)

Media regulatory 
authorities and Media 

Pluralism
https://rm.coe.int/media- 

regulatory- authorities- and- 
media- pluralism- final- for- 
online- 1506/1680a2eb1d

Diversity in News 
Recommendations 

https://arxiv.org/ftp/
arxiv/papers/2005/2

005.09495.pdf

Council of Europe report 
on media pluralism and the 

role of automated tools 
and their effect on content 
curation, prioritisation and 

moderation
https://www.coe.int/en/we
b/secretary- general/report- 

2021#page- 44

Council of Europe 
report on content 

prioritisation 
https://rm.coe.int/p
ublication- content- 

prioritisation- 
report/1680a07a57

Guidance Note on 
Content Moderation 
https://www.coe.int/

en/web/freedom- 
expression/media20

21nicosia

Recent UNESCO work: 
https://en.unesco.org/sites/defa
ult/files/windhoek30declaration_

wpfd_2021.pdf 
https://en.unesco.org/news/unes

co- initiates- global- dialogue- 
enhance- transparency- internet- 
companies- release- illustrative

Different "active 
choices" for users:

https://www.gov.uk/
government/publica
tions/active- choices- 

interim- findings

define  'fair 
conditions' 
to access 

the public.

Does transparency 
really serve to 
provide users' 

autonomy?
What is meaningful 

transparency?

HCNM has issued 
guidlines on 

engaging minority 
media and diversity 
of views and how to 
tackle hate speech 

plus FoE.

how to we ensure 
marginalized 

participation and that 
this lack of 

participation doesn't 
contribute to existing 

bias in society.

OSCE HCNM's The Tallinn 
Guidelines on National 

Minorities and the Media in the 
Digital Age 

https://www.osce.org/hcnm/talli
nn- guidelines

and
Use of Minority Languages in the 

Broadcast Media 
https://www.osce.org/hcnm/323
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how can traditional 
media engage with 

personalization 
algorithms while still 
having control over 

content.

nondiscriminat
ion, 

responsibility 
should be a 

focus as well!

Ofcom call for evidence on 
the future of media 

plurality: 
https://www.ofcom.org.uk/
__data/assets/pdf_file/0012
/220710/media- plurality- in- 

the- uk- condoc.pdf

access - for 
research and for 

regulators - to 
build better 

understanding of 
real harms.

how do we 
hold 

gatekeepers 
accountable?

focus is imbalanced 
on problematic 
users/content 

creators - how to 
account for this and 

for the affect on 
community

how to create 
new alternatives 

without the 
permission of 

users.

how are state- 
sponsored troll 

factories use AI to 
create 

propaganda/misin
formation?

ability to exercise 
freedom of 
thought - 

underdeveloped 
in OSCE 

commitments.

if pluralism is already 
'broken' in certain 
countries, AI can't 

make it better. How to 
take this into account 

in these discussions on 
automation?extractivism, 

exploitation of user, 
user as a resource - 
looking at triangle of 

being a product, 
resource and media 

worker.

the problem is not jsut an 
exposure to content 

- radicalisation can happen 
even if people are exposed 

to diverse content.
How can other types of 

 radicalisaiton occur?

regulators should promote 
 innovation and finding smart 
ways how to deal with AI and 

Data - Article 29 & DSA - 
stimulating competition between 

different recommendation 
algorithms rather than having 
one dominant recommender

3 - the propensity for rapid 
updates of an algorithmic system 

due to, e.g, a large data dump, 
learning from user behaviour, 
update to platform etc. means 
an Impact Assessment might 
need to be undertaken more 
often than other IAs in other 

domains, in light of new 
information and therefore new 

harms.

personalisation can be very 
valuable to users as well. We 
need to distinguish between 

passive and active 
personalisation of content . We 

need to be careful about 
statements suach as 

personalisation causes filters 
bubbles - many different actors 
and methods are being involved 

in the process.

Promote 
independent 

media 
innovation

Address the 
power structures 
and ecosystem, 

not only the 
algorithmic 

personalization

There is one internet. 
Accordingly, we need a 

global/international set of rules. 
We currently have a 

fragmentation, because every 
state has their own agenda and 

catching up at different rate. Not 
everyone has the same 

resources available to tackle 
current challenges (harmonize 

standards).

Freedom of expression vs. 
hate speech is a very 

delicate balance to strike. 
Both aspects need to be 

kept in mind when it comes 
to curation and moderation 

of content.

How should an 
API look like? How 

do we check for 
biases in 

algorithms etc.?

Better access to 
research data (the 

information in 
research is rather 

sparse). Work 
together with the 
media platforms!

Bring together 
commercial interests 
and personal interest. 

Disentangle 
commercial interest 
and bring in public 

interest.

Look beyond technical aspects, 
look at the media industry as a 

whole (concentration of power is 
troublesome). Give other actors 
a change to voice their opinions 

(empowerment of many 
different actors is especially 

crucial for democratic 
institutions).

What are best practices of 
how to promote media 
pluralism? Focus on the 

consumer, the 
state/regulator or the 

media/internet companies? 
The effects are still not 
properly researched.

Give users more control over the 
content they see (user agency), 

but see what happens if this 
actually brings about a more 
diverse setting (this may go 

either may). Identify this as a 
current research gaps! 

Understand the impact of 
content curation is still 

troublesome.

Tackle AI by focusing on 
transparency and multi- 

stakeholder approach capturing 
all the involved parties. Giving 
users more control is a noble 
goal. But you first need media 

literacy (show that they are 
effected and how). Show what is 
possible and what actions can be 

taken.

Create general awareness 
that people’s fundamental 
rights can be in danger by 

selective news 
exposure/curation 
strategies of media 

platforms.

A news reader is a 
product, resource, 

and citizen. All three 
aspects need to be 
considered when 
putting forward 

recommendations.

Think of adversarial 
interoperability (to some extent 

included in the GDPR right to 
data portability) on how to 
(re)use and (re)distribute 

information on 
sites/apps/platforms different 

from the original one.

Create a shared 
understanding on what 

(media) pluralism means 
and dissemination, access, 

and availability of 
information (especially 
when AI is in the mix).

Agreed set of 
actions for states to 
take and a point of 

contact on how 
implement the 

recommendations 
put forward.

Analyze how to foster diversity 
together with states and NGOs. 
Avoid ‘informational desert,’ i.e., 

the absence of news/information 
in certain regions around the 

world (problem of discoverability 
and prominence).

Clarity of the issues we 
need to tackle! What are 
the goals that we want to 

pursue and what 
information to we need 
from media platforms 
(what do they actually 

know) to reach these goals?

3 - Will want systems of 
redress for subjects of 
impact assessments, 

but unclear yet what is 
the best procedure. 

Perhaps draw 
inspiration from DPIAs?

On the democratic risks coming from 
pre- selected news personalisation - we 
first need transparency & explainability 

of such systems; and data access to 
researchers to understand the impact 
such systems may have on informed 

citizenship. It is very difficult to address 
something we don’t really understand – 

and, at the moment, we understand only 
fragments of the machine learning 

models and the criteria used in shaping 
relative order or prominence of 

information displayed to individual users 
of such services.

1 - we need to 
consider filter 

bubbles in broader 
terms - how willing 

are users to 
diversify their media 

diet?

we don't know how bigger 
the problem of filter 

bubbles really is but they 
already existed in offline 

context as well and should 
not be attributed to 
personalisation only

Perhaps we should distinguish 
"closed" personalization, like 
private social groups or social 
messaging (which is outside a 
public realm), and in- principle 

"open" personalization which is 
individualized but based on 

publicly- available information? 
Or is the public- private sphere 

dissolved entirely by 
personalization?

think about diversity 
of those building the 
systems: diversity in 
terms of expertise, 
disciplines but also 

cultural diversity

do we need new 
ways of looking at 

and defining public 
vs. private sphere in 
order to make clear 

policy 
recommendations

Re closed v open distinction we 
can further break that down by 

systems that recommend 
‘curated’ content (algorithms of 
news media sites, platforms like 

Netflix) compared to systems 
that recommend user generated 

content (like YouTube)

What is media, what content is 
relevant? News articles, sure. But 

when going to social 
media/messenger apps, are user 

posts already considered 
relevant content? What should 
fall under regulation and what 

not?
News production is not the 

problem. The problem is 
the distribution and the 

ecosystem news 
production is in. Do not 

focus on the algorithm, but 
on the thriving of the 

system it is embedded in.

we need to look at ecosystem and its 
diversity. States don't need to use 

traditional emdia instruemnts if we have 
a problem with market. We need to open 

up the amrket and ahve variety of 
players and thier buisness models. The 

barries need to be lowered - can 
alternative business  models can be 

sustainable and if not how states can 
support them?

1 - polarization 
is not 

inherently bad.

We need to open the market in 
order for more businesses to 

participate in the news 
ecosystem. Develop innovative 

business models and think if the 
state/citizenry should support it. 
If we only boost current models, 
we simply see more and more 
algorithms all optimizing for ad 
revenue. But we want to have a 

new perspective.

2 - nontraditional 
actors need to be 

incentivized to 
develop new 

models/ algorithms 
(public service 

media, e.g.)

the problem is who 
is developing 

algorithms and who 
is in dominant 

position to influence 
their development

1 - look at the broader 
needs for personalization: 
surveillance. So we must 

tackle surveillance issues - 
exploitation of users, etc. 
as prerequisite to dealing 

with personalization.

personalisation is 
end moment. We 

need to understand 
what kind fo 

practices are used 
before - surveillance 
and data harvesting

What do we need to get 
personalized recommendations? 
We need surveillance and data 

collection (surveillance 
capitalism) that sees users as a 
resource. We, as a society, need 

to agree with each and every 
step of this recommendation 

pipeline.

recommender systems 
should be designed with 

pluralism in mind as 
opposed to profit. PEACH is 

an example of AI- driven 
tools designed with public 
interest in mind, and  by a 

diverse team of developers 
from across Europe

Not specific to news media but this point 
is particularly important given the 

commercial offerings of e.g. Google, 
Amazon, even TikTok in this regard and 
the incentives for smaller platforms to 
use those instead of developing their 

own 
systems(https://cloud.google.com/recom

mendations , 
https://aws.amazon.com/personalize/)

We care about polarization 
because social cohesion matters. 
If everyone has a different diet, 
there is no space for common 
agreement. That is why first 

need to agree on a goal that we 
want to achieve by using 

diversity before setting out to 
define it. What diversity do we 

want and how does polarization 
endanger this goal?

1 - users are already making use 
of a diversity of information, but 

how? superficiality of 
engagement, however (just 

reading headlines), as potentially 
just a problematic. the nature of 

engagement is important to 
consider when thinking about 

impacts of news curation.

privacy is an important 
consideration but again, 

maybe we do not need to 
accept the motto that only 
with more and more data 

we can provide more 
relevant services. Think of 

contextual targeting 
methods.

Personalisation of content and 
recommendations is a wider issue than 
"news" in a narrow sense. Is it good that 
content can be personalized towards eg. 

certain conceptions of beauty that are 
reinforced towards promoting anorexia, 

plastic surgery, etc... In other words, 
should there be limits to some categories 

of personalized services?

nature of engagement with 
variety of sources. Regulators do 

not have enough information. 
People do not understand their 

own media usage. Hence we 
need new evidence and objective 
data in order to measure impact 
on citizens of their media diet. 

the nature of user 
engagement is important 
to consider when thinking 

about impacts of news 
curation. we need more 
data here to understand 

scale of problem
!

This is one small element in the 
wider AI "wars". US tech 

increasingly positioning itself 
relative to Chinese progress in 

this area. Fear that the long term 
economic battle is already lost, 

and will be even more so if 
Western tech "shoots itself in the 

foot" over rights concerns.

Qualitative study on news 
consumption in UK: 

https://www.ofcom.org.uk/
__data/assets/pdf_file/0023
/174074/bbc- news- review- 
revealing- reality- summary- 

report.pdf

The Oxford Digital News 
Report was just published 
today. It is highly relevant 

for this Session 1:
https://reutersinstitute.poli
tics.ox.ac.uk/dnr- redirect- 

2021

Council of Europe 
Ministerial Conference and 
the Resolutions adopted by 

the Ministers
https://www.coe.int/en/we

b/freedom- 
expression/media2021nico

sia

Ensure that States 
do not veer into 
over- regulation 

and oppression in 
the name of 
regulation.

we are almost surely 
severely overestimating 

exposure and effects. From 
some studies and 

countries, one could say 
that widespread deliberate 
and engaged online news 

use hardly exists.

on the issue of using 
passive personalisation for 
micro- targeting advertising 
- we go back to the issue of 
de- linking advertising and 
commercial imperatives 
from content curation 

(especially when it comes 
to news)

The issue is broader than 
platforms. But we need to 

properly specify what we want of 
platforms. How can the state 

frame the problem with a 
minimum of interference with 
opinion forming and private 

actors but still hold them 
accountable?

4 layers intervention. using 
pressure points to ensure 

system is accountable: 1. user 
empowerment. 2. what are 

stakeholder responsibilities? 3. 
what are 

capabilities/expectations of 
regulators? 4. how to ensure 
public accountability - checks 

and balances of experts/whistle 
blowers, etc

I would suggest, on a very broad 
note, that user empowerment 
needs to entail not only things 

like algorithmic transparency or 
personalisation, but to be 

integrated in society with viable 
opportunities for self- 

actualisation and the education 
to be able to manage their own 

media consumption.

User empowerment needs to 
entail not only things like 

algorithmic transparency or 
personalisation, but to be 

integrated in society with viable 
opportunities for self- 

actualisation and the education 
to be able to manage their own 

media consumption.

people use recommenders because they 
want to receive information they like. 

And thus we need to think of 
recommenders from users' perspecitve 
- diversity is very relevant here. Wht the 
right role of recommender is will always 

depent on aprticualr entity using it. 
Should public boradcaster use 

recommenders? Their way of using them 
is different in contrast to social media.

key is to have 
balance between 

personalized/non- 
personalized 

content for users.

users should have a 
good mix of 

personalised and 
non- persoalised 

information. local 
and small news 

rooms.

we need to protect 
users' interest in 

terms of autonomy, 
freedom from 

manipulation, non- 
dicrimination.

Think of the problem from the 
point of the user’s perspective. 

People want relevant 
information. Diversity is here 

competing with recency, depth 
(more information on same 
topic, which would be less 
diverse) etc. Have a good 

balance of personalized and 
non- personalized news.

The questions raised are about: 
(1) what type of empowerment 
do users/citizens need? (2) what 

responsibilities and roles for 
different players, including but 

certainly not limited to 
platforms? (3) what roles and 
capability for regulators - and 

what limitations in their actions? 
(4) what level of public scrutiny is 

needed and how to ensure it?

Of course, no society will be able 
to 100% integrate all of its 

citizens, per a remark by @Karl. 
But to foster genuine 
disagreement without 

polarisation, the latter often 
being a symptom of social 

alienation (that’s not always the 
fault of society), is key.

broaden focus from 
personalization to 

diversity - what are RS 
optimized for, who 

develops these systems 
- to effectively address 
discrimination and bias

separating different 
actors when regulating 
them: Social media v. 

media platforms 
- different actors need 

to be regulated 
differently

Assessment of diversity is hard. 
People are multi- sourcing and 

engage differently with the 
various sources they consume. 

Consumption might be 
superficial (only reading headers) 

and not read the article itself. 
Measuring the impact of this 

type of engagement is critical but 
hard to assess.

how is even the data that 
users give with full consent 
used, and often not shared 
by platforms with content 
producers whose content 
was a source of primary 

engagement

personalisation as such is 
not a big issue but 
targeting is. When 

personalisation leads to 
isolation, that's an issue, 

including individualisation 
and polarisation . 

On polarization, we need to 
differentiate between 

ideological, affective, elite, 
perceived etc. polarization. 
Some might be considered 

inherently harmful.

what recommenders are 
optimised for?We need to 
think about the process of 
optimisation and defining 

what it is optimised for and 
we might need more 

diversity and transparency 
there as well.

Bias in algorithms can emanate from unrepresentative 
or incomplete training data or the reliance on flawed 
information that reflects historical inequalities. If left 
unchecked, biased algorithms can lead to decisions 

which can have a collective, disparate impact on certain 
groups of people even without the programmer’s 
intention to discriminate. The exploration of the 

intended and unintended consequences of algorithms 
is both necessary and timely, particularly since current 

public policies may not be sufficient to identify, 
mitigate, and remedy consumer impacts. In this area, 
there is an expanding body of literature looking at the 
different types of biases and related consumers harms

3- Impact assessments will 
require transparency and 

documentation of 
algorithm design decisions; 
these can draw inspiration 

from model cards and 
datasheets for datasets

Re. use of AI and discrimination: direct or indirect discrimination through the use 
of algorithms that involve big data is considered as one of the most pressing 

challenges in the use of AI- driven technologies. Bias and discrimination, including 
gender- based discrimination, in data- supported algorithmic decision making can 
occur for several reasons and at many levels in AI systems. They are difficult to 

detect and mitigate (e.g. many those using AI believe that excluding information on 
protected attributes is sufficient protection against discrimination. However, 

discrimination can occur due to other information contained in datasets that may 
indicate protected attributes. Traces of protected groups are often hidden in other 
information.). Often, the quality of the data and biases within it are the source of 

potential discrimination and unfair treatment (see FRA 2020 study on AI and 
fundamental rights 

implication: https://fra.europa.eu/sites/default/files/fra_uploads/fra- 2020- artificial- 
intelligence_en.pdf)

The state getting control on data profiling 
people is something we need to be very 
critical of. On the other hand, putting all 

trust in private companies to have 
adequate self- regulation is also no viable 

options. A delicate trade- off must be 
established by making available the 

required information and transparency 
to check if policies are properly applied.

RESOU
RCES

https://knightc
olumbia.org/c
ontent/amplifi
cation- and- its- 

discontents

Regulation of 
advertising (esp. the 

AdTech sector) 
essential, as well as 

corporate due 
diligence 

requirement

Democracies are not self- 
perpetuating systems. 

Citizens need to retain the 
ability to make informed 

decisions. So it is important 
not only important to focus 

on news companies and 
the state, but a wider range 

of actors.

Targeting can be beneficial 
to societies (e.g. in the 

context of health 
campaigns) - need to look 

at the intent and regulating 
against specific outcomes

Democracy is 
not self- 

perpetuating

we lack agreement on what are 
'good' and 'bad' intentions of 
algorithms. State should give 
independence/accountable 

bodies capacity develop these 
standards and determinations of 

neg/pos results. State should 
empower independent bodies to 

delineate standards but their 
interference should still be 

limited.

User should 
have control 

over both 
input as well 

as output data

Transparency 
regarding 
regulatory 

responses are 
equally important

Targeted ads can be used for 
nudging purpose that are 

positive for society, so you do 
not need to undo or scrape the 
entire machinery to calculate 

personalized content. However, 
this raises the question of how 
paternalistic the state can act, 

i.e., the ‘good’ goals that should 
be promoted and the ‘bad’ to 

restrict/limit.

State should empower 
independent bodies to 

delineate standards (set 
the framework - based on 
Intl standards - why is this 
not already the case) but 
State interference should 

still be limited.

Governance 
structures need to 
be publicly owned 

and multi- 
stakeholder

Developing legislation in this 
area is extremely difficult to 

create. Maybe have an 
independent organization that 
created industry standard to 

ensure that they respect human 
rights. The state intervention, 

hence, is rather high- level, simply 
making some sort of ‘governance 

framework’ mandatory.

Regulatory 
responses are 

essential, but States 
interfering should 
be limited to the 

absolute minimum

before moving forward on the 'abstract' 
responsibiities of States, we must take 

into consideration asymmetry of 
development across pS. Entry into 
regulation on part of some States, 

already restricting rights, not the same as 
those with standards for upholding 
fun.freedoms. what about when pS 

domestic policy fail to meet international 
standards (protections less robust and 

failing to recognize intersectionality)

we should move from risk 
assessment to harms 

caused by the system. How 
does State address these 

harms and those 
marginalized by the 

system?

States parties should prohibit by 
law the profiling or targeting of 

children of any age for  
commercial  purposes  on  the  
basis  of  a  digital  record  of  

their  actual  or  inferred 
characteristics,  including  group 
 or  collective  data,  targeting  by 
 association  or  affinity profiling.

Vigilance needed 
when calling for 

State regulation in 
an environment of 

increasing 
digital authoritariani

sm

European Commission: 
Platforms need to be 

more 
transparent/explicit 

about terms of use and 
application cannot be 

arbitrary.

Social media platforms 
should "say what they 
do & do what they say" 

(transparency 
regarding their ToR and 

applying in a human 
rights´friendly way)

Users need to be 
able to influence 

what they see 
online. They require 
options - opt in/out 

of recommender 
systems

Companies need to 
assess the potential 
effects/risks of their 

systems, to be 
paired with a 

governance system.

Power given to 
users, and other 
stakeholders - 

decentralization 
and spread of 

power.

Limiting access to "vetted 
researchers" is problematic 

for real- time and 
innovative understanding 

of issues. Academic 
timelines aren't fit for the 

study of these 
technologies.

Not easy to draw 
boundaries between 

private/public 
sectors. Underlines 

that final 
responsibility lies 

with States.

Regulation to ensure 
accountability of 

private actors could be 
understood as States 
positive obligations to 
protect human rights

Move from assessing the 
risk of a system to the 

assessment of the potential 
harm that could come with, 

e.g., deploying one 
recommender system vs. 

another.

When you have an 
absolute right, you 

can't talk about 
interference as such, 

but rather a 
violation. undue power is 

problematic in 
general (irrespective 

of whether 
corporate or from 

State)

States should perform some proper 
economic analysis to look at the impact 
of killing the revenue engines of the big 

firms (ads), while facilitating no 
alternative. You might end up with less 

profitable zombie companies, no 
meaningful competition and a death of 

innovation (this is not a pro- platform 
point, but one about unintended 

consequences)

Firstly, I would highlight that the question of whether law and policy should create 
regimes of prominence, or rather step back from the ongoing process of an ad- hoc 

private construction of a new prominence regime, raises complex issues at the 
intersection of freedom of expression, media pluralism, and media freedom. 
Resolution of the problems will require a continuing open dialogue between 

established journalism, platforms, civil society and democratic representatives, and 
a variety of actions by those bodies in coordination. Said, so I think it is important 

to reflect on more structural and complementary actions and for a more 
coordinated approach to these problems that are of transnational nature. Such 

actions could include a combination of minimum legal, operational and technical 
standards over content curation processes that are introduced with a co- 

regulatory approach; regulatory obligations and voluntary incentives to promote 
diversity exposure while respecting consumers’ freedom of choice; targeted media 
literacy initiatives; and sector- specific ownership and independence rules that can 

foster fair industry practices and avoid undue market and state power over 
content discovery (both are important because depending on who has the power 
to decide what should be make prominent to the users, we could have also cases 

of private- driven or state- driven soft forms of propaganda and censorship). If such 
rules are not successful in creating a pro- democratic regime of prominence that is 
genuinely independent and serves the public interest, further structural solutions 

will be required to shape the market and stronger incentives will need to be 
introduced.

should look at  a separate 
categorization and State 

response
 for youth (avoiding age 

discrimination) since their 
needs and vulnerabilities 

are different.

There is not one action the state needs to 
take in content prioritization. There are a 

number of different entry points. E.g., 
good practices for journalists, media 

literacy actions, sector- specific ownership 
regulation (neither government not 

private actors should have an absolute 
say in who should/need write what piece 

of news).

Children who are 
still forming their 

identities and 
opinions are more 

vulnerabilities

We speak of news consumers as 
citizens. However, not all citizens 

are news consumers. In fact, a 
lot of news deprived people 

exist. A phenomenon especially 
prevalent among younger 

generations. We need to put a 
special focus on opinion 

formation that captures all age 
groups.

Industry- led initiatives like the CEN Workshop Agreement of the Journalism Trust 
Initiative (2019) have already proposed a co- regulatory approach involving the 

development of technical standards for journalistic practices. The standards take 
into account existing Council of Europe standards and reflect the institution’s 

approach to media pluralism and freedom of expression. While this initiative is 
moving in the right direction, the standards are primarily focused on news and 
information and are meant to be applied by media organisations to foster the 
creation, circulation and prioritisation of public interest journalism. Such multi- 

stakeholder initiatives should be extended to include more institutions, relating to 
a wider range of actors, including non- news genres in collaboration with civil 

society organisations and international institutions such as the Council of Europe. 
In time such institutions may ensure that not only media organisations respect 

these standards but that those intermediary services that have control over 
content curation and prioritisation also comply. Self- regulation has indeed shown 

limited effects on the ways in which digital intermediary services moderate and 
curate content. Self- regulatory industry standards should be incentivised and 

sustained by a co- regulatory framework

Necessary to clearly 
define what is 

meant by "harm" 
(e.g. regarding 

blasphemy, 
offending speech 

etc)

Governments should fund 
proper comprehensive 

research. We really have no 
sense of the extent of 

harms, damage to society 
and so on, and whether 

harms outweigh benefits.

I would start by saying that on the one hand, personalization can be valuable to 
users when it is used to refine search and speed up the retrieval of information, it 
helps them to find their way through the digital abundance of online information 
and, as such, is considered by users as a potentially very useful tool, especially if it 
is user- driven, or if there is an enhanced possibility for users to drive and control 

such search. This is something that has been argued just by me, but also by a 
number of other researchers.  However, there needs to be a clear line drawn 

between the use of personalization for search (active) and for targeting (passive). 
Research demonstrates that when data is initially in- put by users (active 

personalization) it tends to produce a greater diversity of information, whereas 
personalization that is selected by systems (passive personalization) could tend to 

have ‘a negative effect on knowledge production’ by among other things, 
exacerbating the so- called filter bubble effect. Passive personalization gives search 

engines and social media platforms the power both to decide what news and 
information is displayed at the top of the search box and also which 

advertisements will come with that material when we click on it. Provocative 
material usually gets the most clicks and earns the advertisers (and Google Search) 

the highest revenues, and therefore could be positioned in a privileged, or 
prioritised way.

It should also be noted though that there is mixed  research evidence on the 
impacts that recommendation systems, algorithmic driven content curation and 

personalisation have on the creation of filter bubbles and echo chambers. This is in 
my opinion also partially due to the fact that there are a variety of factors that 

come into play with regard to the prioritisation of content online. Broadly speaking, 
based on my ongoing research in this area and the insights gathered for the 

Council of Europe’s study that I co- authored, I would argue that decisions over 
content prioritisation are strongly influenced with varying degrees by at least four 

main categories of factors, respectively the regulatory context, technological 
architecture, the commercial negotiations between platforms and their business 

partners (including content providers), and users’ agency.

National governments should 
not force upon intermediaries 
their national interpretation of 

international standards and 
human rights (for example, what 

is understood as hate speech 
and what is considered as 

harmful)

Many States do not adhere 
to international standards, 
so the role of IOs and other 

multi- lateral 
orgs/instruments especially 

important to ensure 
protection of fundamental 

freedoms.

Collecting personal behavioural data is not unlawful 
per se, but since almost for the first time we have 
created a society in which almost by default, everything 
is recorded and shared and aggregated in ways that 
create a lifelong profile, and the ways in which such 
profiles are used can have serious implications on 
someone’s’ life and future. So, how such data is used to 
profile individuals, to target them and for what 
purposes are recommendation systems optimised for 
is pivotal, and not all profiling practices should be 
allowed.
Some possible avenues forward:

"harms" needs to be 
aligned to human 

rights standards, to 
avoid subjective or 

opportunistic 
definition of harms

It's important that 
regulators ensure/prioritize 

access to a diversity of 
quality information! This 
requires cross- sectoral 

cooperation/governance.

One interpretation of the role of the 
regulator is to create an environment for 
innovation to take place. An environment 

to share opinions and not so much 
dictating what news item needs/should 
be recommendations (cross- sectorial 

cooperation, i.e., journalists and internet 
companies/online media platforms, as 

well as between state and non- state 
actors).

Cross- sectoral 
cooperation/govern
ance as method for 
ensuring access to a 
diversity of quality 

of content

What is the goal of the 
state? We have two key 
aspects: promote use 

agency (enabling 
environment) and restrict 

processing of data 
(restriction for private 

companies).

States as gatekeepers 
can be very dangerous, 

for government can 
abuse this power. That 

is why international 
solutions are so 

important.

It is important that we are 
still able to offend each 

other. Critique other 
thoughts still needs to be 

possible. (This again 
touches on the topic of 

harmful vs. illegal content.)

Coordinated 
national MIL 

policy

we should also think about 
"positive"/ enabling media 

regulation and not only how to 
restrict "big platforms" or 
technical services such as 

algorithmis, e.g. by 
strenghtening public funding of 
journalism or algorithms that do 

offer alternatives to those 
focusing on monetizing user 

data

States can, inter alia, require 
companies to disclose  how 

many data points are collected, 
how often, and what these are. 

More tricky: should states 
require companies to disclose 

how they identify news content 
and on what basis news 

organizations are recognized?

We could think about 
mandating the unbundling 

of hosting and 
recommendation + setting 
some basic requirements 

for recommendation 
systems. So we set the 

bottom line and stimulate 
players to compete.

We need to look at the 
actual impact these 

systems have on market 
policy. We need more 

transparency and data to 
have an adequate 

foundation for determining 
regulation.

what are 
professional/ethical 
guidelines driving 

traditional AND non- 
traditional content 

producers/

EC 
recommendation: 
look to both DSA 

and DMA (attention 
needs to be given to 
markets as much as 

services).

 need for broad data access 
regimes that can include 

bespoke disclosures 
needed for particular 
research aims, versus 
trying to standardise 

transparency asks and 
getting it wrong/missing 
really important points.

If there is no data access to researchers 
and civil society, there is no assessment 
of risk and harm. Transparency is key in 
traditional print and news media. We do 

not know the problem in the digital 
online environment, for the actors and 

parts of the recommender system is 
completely opaque. Plus, we do not know 
how the system in question manifests in 

particular cases. Hence, we have an 
enormous gap that is not a sound 

foundation for legislation.

On this question of transparency 
- its important for policy makers 
to be clear on what metrics will 

help. ML researchers are 
developing things like data- 

sheets or ways to describe the 
data being used the train the 
recommender systems, which 

can give some insight into 
potential bias (although that 

potential needs more research).

When we were first developing transparency 
recommendations for YouTube’s algorithm I talked to a 

bunch of different scholars who were trying to study 
that recommendation system and the metrics/data 

that they needed were so different depending on the 
use case. Because of this, I tend to gravitate more 

towards the need for broad data access regimes (like 
what Iva mentions) that can include bespoke 

disclosures needed for particular research aims, versus 
trying to standardise transparency asks and getting it 

wrong/missing really important points.

platforms should 
whitelist universities 

and allow them 
access to data to 

serve as watchdog 
and archival services states must invest 

in research and 
prioritize data 

collection as basis 
for sound policy.

Enable, e.g., universities for unlimited 
access to social media platforms. This 

white listing would level the playing field. 
Now, white- hat researchers have the 

same opportunities as people deploying 
bot networks for scraping purposes. You 

can safeguard against abuse from the 
side of universities by ethics guidelines 

taking on a watchdog function.

research 
institutes/thinktanks to 
be included (based on 

vetting mechanism) 
should also be given 

access to 
platform/systems data.

in addition to data, we also need 
insight into/ oversight on 

functioning of platforms (eg 
deamplication/deranking of 

content - how do they define and 
implement this process). There 

needs to be coordination on 
these info requests, so that 
platforms can't hide crucial 

information.

Platforms might need 
to have due process, 
i.e., when they make 

restriction to your news 
feed, they must tell you 

their respective 
policies.

Look at markets too, and use tools that 
can help to solve the challenges that are 

stongly linked (amplified if not caused) by 
certain market features or by the power 

dynamics in those markets. Thus, the 
toolbox that States could use towards 
the media plurality goal could include 

pro- competitive measures such as 
unbundling of hosting and content 

curation.

Pay attention to the unintended 
consequences of the various 
possible policies/regulatory 

interventions. One way to do it is 
strong coordination among 

various regulators / enforcers at 
the stage of identifying and 

shaping the policies/measures 
(nb: CSOs can be of great help 

here too)

States should 
focus on 

enabling policy 
and restriction 

policy.

comprehensive information on 
how RS work should be made 

available on a general level, but 
also on individual 

recommendations, information 
on what data is collected from 

users and how they can 
customize recommendations, 
including what inputs are used

Important to have 
*comprehensive* 

information on how RS 
work, what signals they 

take into account, and what 
they optimize for - not just 
a few, cherry- picked pieces 

of information

There should also be 
information on how 

platforms intervene in the 
distribution, e.g. by down- 

ranking “borderline” 
content (including how this 

is defined and aggregate 
data disclosed in 

transparency reports)

Layered data and 
documentation access regime 

for:
Oversight bodies, potentially 
public bodies responsible for 
enforcement of fundamental 

rights, public- interest 
researchers (including vetted 

non- academic think tanks and 
civil society organizations) and 

journalists

Reduce barriers for non- 
academically affiliated 

public interest research: 
e.g., building browser plug- 

ins to crowdsource data 
can be expensive, scraping 
data comes with significant 

risks

Fundamentally, two conceptual problems: a) how to 
speak about "entry- points of the state" in either a 
regulatory- weak/free- market environment or an 
illiberal, even authoritarian, environment; and b) 

developing policy responses, particularly with respect 
to recommenders, without integrating/coordinating 

with other policies that serve the broader state 
purpose of increasing the well- being of citizens (i.e., 
users = citizens, and any policy response needs to 

ultimately respond to the social drivers of 
disinformation)

international 
coordination on 
key criteria for 
transparency 

reporting

we should look at 
how the ecosystem 

and how citizens 
retain ability to 

involve themselves. 
Look at this as a 
'process model'

Another important piece 
on inclusive policy 

processes and participatory 
research design

open access
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