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CONCEPT NOTE

Due to a high quantity and low quality of user-generated content shared on large online
platforms, effective content moderation is increasingly necessary – and at the same time,
difficult to achieve. In order to scale content moderation, private actors adopt automated content
detection tools to grapple with societal phenomena such as hate speech. These tools, however,
fail to assess the contextual nature of information as well as nuances of human communication
due to their current contextual blindness. Moreover, in recent years, the prevailing risk of
discriminatory biases against marginalised groups that are inherent in these systems have been
largely documented by a number of human rights organisations around the world.1

The goal of this expert group is to identify the actual and foreseeable negative impact of
automated tools for detecting and evaluating online hate speech imposed on individuals’ human
rights, with the emphasis on the right to freedom of expression and opinion of marginalised
groups, and media freedom as such, and to develop recommendations to effectively address
this impact.

The expert group will not seek to determine what constitutes online hate speech, as there is no
universally adopted definition of hate speech at international level. From a content moderation
point of view, it can be argued that this is the most challenging category of user-generated
content to be identified and detected. Moreover, there are forms of hate speech expressions
that fall into the category of user-generated content, which is potentially harmful but legal.
However, even if hate speech expression falls into the protective realm of the right to freedom of
expression and opinion, it may still have discriminatory impact, carry potential collective harm
and silence marginalised groups.2 This raises the question of how to address and tackle the
impact of potentially harmful but legal speech, while ensuring full respect for the right to freedom
of expression.

Especially for potentially harmful but legal expressions, it is highly relevant how these categories
of user-generated content are being defined by the terms of service formulated and enforced by

2 Llanso E, Hoboken J, Leersen P, et al. (2020). Artificial intelligence, content moderation, and freedom of expression. Trans-Atlantic
Working Group Working Papers Series.

1 Cobbe, J. (2020). Algorithmic Censorship by Social Platforms: Power and Resistance’, Philosophy & Technology, Philosophy &
Technology.
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online platforms. Due to their dominance and power over the public sphere, internet
intermediaries are capable of setting the standard for what is permitted online globally.
Moreover, they are developing and deploying the technologies used to implement this standard,
to the detriment of transparency and accountability.3

First, the expert group will pay particular attention to discriminatory bias imposed by automated
tools. The work will focus on two main ways how such discriminatory bias manifests in online
space in relation to the right to freedom of expression and opinion:

● The ability to safely participate in online platforms is critical for marginalised groups to
form a community and find support.4 Automated tools develop their ability to identify and
distinguish different categories of content based on the datasets they are trained on. If
these datasets do not include examples of speech in different languages and from
different groups or communities, they will not be equipped to parse these groups’
communication. Automated tools may either miss the potentially hateful content by
generating false negatives or wrongfully label legitimate expressions as hate speech,
so-called false positives. This way, those targeted by online hate speech remain without
any effective remedy against abuse; while at the same time, other, legitimate speech
may be unjustifiably restricted.

● The impact of discriminatory bias can manifest as “biased censorship” against content
posted by groups and their members who are at the same time often targeted by hateful
expressions and online abuse. While hate speech itself is difficult to automatically
identify and remove, groups likely to be targeted by online abuse and hate speech may
themselves find their communications censored and thus, being silenced. Applying a tool
to a domain or group of speakers who do not closely match the groups represented in
the training data can lead to erroneous classifications that disproportionately affect
marginalised groups. Hence, automated tools developed with the purpose to identify
“toxic speech” can themselves introduce further collective harm by failing to recognise
the context in which speech occurs and thus, reinforcing harmful stereotypes against
marginalized groups.5 Therefore, the expert group should provide recommendations to
identify, analyse and assess significant systemic risks stemming from content

5 A recent study demonstrated that an existing toxicity detection system would routinely consider drag queens to be as offensive as
white supremacists in their online presence. The system further specifically associated high levels of toxicity with words like ‘gay’,
‘queer’ and ‘lesbian’. For further details, please consult Gomes A., Antonialli D., Dias Oliva T., Drag queens and Artificial
Intelligence: should computers decide what is ‘toxic’ on the internet?, 2019.

4 Tomasev N., McKee, K., Kay J., Mohamed S. (2021). Fairness for Unobserved Characteristics: Insights from Technological
Impacts on Queer Communities.

3 The example of the latest Facebook hate speech policy demonstrates this alarming trend quite well. For further details, please
consult Access Now, Why Facebook’s proposed hate speech policy on Zionism would only add fuel to the fire, 2021.
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https://www.internetlab.org.br/en/freedom-of-expression/drag-queens-and-artificial-intelligence-should-computers-decide-what-is-toxic-on-the-internet/
https://www.internetlab.org.br/en/freedom-of-expression/drag-queens-and-artificial-intelligence-should-computers-decide-what-is-toxic-on-the-internet/
https://arxiv.org/pdf/2102.04257.pdf
https://arxiv.org/pdf/2102.04257.pdf
https://www.accessnow.org/facebook-hate-speech-policy-zionism/
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moderation systems against marginalised groups and their negative impact on their
participation in public discourse.

Second, the goal of the expert group is to provide recommendations on strengthening the
position of those targeted by online hate speech. The group should provide operational
recommendations that will strengthen the access to effective remedy and redress, especially in
cases of opaque automated decision-making processes that do not contain clear explanations
and often generate unsatisfactory outcomes. Recommendations should be directed at
promoting meaningful transparency and accountability.

The expert group should focus on algorithmic commercial content moderation at scale defined
as “systems that classify user-generated content based on either matching or prediction, leading
to a decision and governance outcome (e.g. removal, geoblocking, account takedown).6 The
work of the expert group should explore automated systems that make decisions about content
and accounts, including natural language processing (NLP), e.g. Google/Jigsaw’s Perspective
API. The expert group should provide guidance on independent auditing of algorithmic content
moderation tools as well as (ex-ante) human rights impact assessments, with the emphasis on
the need to protect those targeted by online hate speech against discriminatory biases.

In this vein, members of the expert group will provide a set of human rights centric
recommendations addressed to OSCE participating States with the aim to identify effective
ways to adhere to human rights obligations, due diligence standards, and procedural fairness
safeguards that can effectively prevent these risks.

6 Gorwa R, Reuben Binns R, Katzenbach C, 2020. Algorithmic content moderation: Technical and political challenges in the
automation of platform governance.
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AGENDA

10:00 - 10:10
Welcome by OSCE RFoM and Access Now

● Teresa Ribeiro, OSCE Representative on Freedom of the Media
○ Welcoming Remarks

● Eliska Pirkova, Europe Policy Analyst, Access Now
○ Introducing the agenda and objectives of the Working group
○ Housekeeping rules

10:10 - 11:00
Tour de table

● Name and affiliation
● What potential negative impact of automated decision-making do you see, concerning

measures against online hate speech, on an individual's human rights, in particular
freedom of expression of marginalised groups, and the wider societal risk they can
potentially carry for freedom of the media?

11:00 - 11:10
Coffee break

11:10 - 12:00
Session 1: Positive obligation of States to protect those targeted by hate speech against
free expression  violations committed directly or indirectly by private actors

What measures and obligations should be put in place to achieve meaningful decisional
transparency and effective accountability in automated decision-making systems deployed by
platforms to moderate potentially legal but harmful content, with a specific focus on hate
speech?

● Introduction by the Chair covering the main areas for this session
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● Discussion among experts
○ What obligations should be established by regulatory frameworks in order to

enable meaningful transparency regarding the specific functionalities of
automated decision-making systems aimed at combating hate speech?

○ What AI-based measures that are less intrusive for freedom of expression than
removals can provide some level of protection against hate speech to
marginalised groups?

○ How can States ensure that those targeted by online hate speech, including
members of marginalised groups, can reach effective remedy and redress?

12:00 - 13:00
Lunch break

13:00 - 13:50
Session 2: Human rights obligations of States in respect of algorithmic systems that may
negatively impact individuals’ human rights, and in particular the right freedom of
expression

Many automated decision-making systems combating hate speech are based on developing
classifiers to categorize user-generated content. They require significant amounts of
hand-labeled inputs. However, the processes of generating training datasets and having one or
more people label it can introduce discriminatory biases and errors into the model. How can
human rights compliance be guaranteed and algorithmic fairness be achieved in these
systems?

● Introduction by the Chair covering the main areas for this session
● Discussion among experts

o How can States ensure that marginalised groups play an active role in
algorithmic design and development of automated tools moderating content, with
a view to preventing the risk of impeding their right to freedom of expression?

o How can States secure an inclusive and participatory approach when compiling
training datasets used by automated tools tackling hate speech in order to
prevent any potential discriminatory biases?

o How can States secure the proper testing and evaluation of datasets used by
automated content moderation as well as the functioning of the algorithmic
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systems with due regard to potential discriminatory bias, with emphasis on the
right to freedom of expression?

13:50-14:00
Coffee break

14:00-14:50

Session 3: Exploring positive outcomes delivered by automated decision-making
systems in protecting marginalised groups against online hate speech

● Introduction by the Chair covering the main areas for this session
● Discussion among experts

o What forms of automated decision-making systems, if any, have a positive impact
on the protection of marginalised groups against online hate speech?

o What role can automated decision-making systems play in mitigating collective
harm caused by hate speech on marginalised groups and in researching the
consequences of this phenomenon, so the research and evidence based
outcome can inform future regulatory efforts?

14:50 - 15:00
Coffee break

15:00 - 15:50
Closing remarks:

● Brief discussion on areas not covered by this workshop which would need additional
attention (in the scope of the specified subject matter: “hate speech”)

● Summarising the takeaways, seeking to identify operational recommendations from the
“how to” discussions in the three sessions

● Explaining the next steps



the problem of 
context: AI 

decontextualises 
the content

Strong partnership tackling 
power imbalance (strong 

presence of private actors. 
The lack of countervailing 
powers and interests by 

end users/society.

this relates to wider difficulty to achieve 
the balance between free expression, 
media and countering hate speech. 

Overblocking - how do you define hate 
speech in ADM and who decides on it? 

How to tackle discriminatory bias? 
Depending on the context, illicit blanket 

resposnses may censor the views of 
entire groups in the society. Even if you 

start we noble objective, you may end up 
censoring minority views.

The only way to solve it is to build mechanisms for 
obligatory oversight (not the "transparency reports" 
that the companies voluntarily produce, which are 

better than nothing but do not answer the questions 
above, at all). I recommend that highly skilled 

researchers from a variety of countries and cultural 
backgrounds be vetted, recruited, and then given 
access to the relevant data - under strictly secure 

conditions to protect user privacy to the utmost - so 
that they can perform regular oversight of takedown at 
scale. One can think of them as inspectors, like those 

who oversee company practices in many other 
industries, to protect public health and the public 
interest. They would issue regular, public reports.

Transparency 
obligations must 

embrace the use of 
datasets as well 

design choices (and 
related trade- offs) 

made by platforms.

Less intrusive 
measures: 

promotion of 
counter- speech; 
creation of safe 

spaces The companies remove millions of pieces of content 
every day, yet those of us outside them do not know 
where they are drawing lines between content they 
leave up, and content they take down, at scale. We 
know of only a tiny proportion of those decisions - 

mainly the ones that come to light because of public 
controversy. Not only do we not know where they are 
drawing the lines, we do not know whether they draw 

them equitably or consistently. For instance, we cannot 
answer such vital questions as: when people in 

different identity groups post similar content, is it taken 
down at the same rate? This enormous lacuna 

threatens freedom of expression as many flaws in the 
algorithms have already demonstrated  as I have 

argued elsewhere, and should be of urgent concern.

When assessing whether 
something is hate speech, the 

three- part test of the European 
Court of Human Rights must be 

used: any limitation of the 
freedom of expression must be 
proven to be proscribed by the 
law, legitimate and necessary in 

a democratic society.

Governments should 
consider provide funding 
for independent research 

to increase the 
understanding of how 

marginalised are impacted 
on by the use of 

algorithmic content 
moderation.

Human rights impact 
assessments are a useful way to 
address many potential human 

rights challenges when 
developing AI tools, including 
online content moderation. 
When such assessments are 

carried out, marginalised groups 
should be consulted.

who decides who is responsible 
for the design? how do we get 

basic requirements in place - i.e. 
50% women involved in 

development? - are States the 
right interlocutors in ensuring 
minorities are represented? 

OBSERVATION FROM NADIA IN 
CHAT

Social context & 
algorithm does not 
know the context of 

comments; the 
language processing

the lack of policies and 
legislative 

environment. 
Margnalised groups 

should play important 
role in the consultation 
and legislative process

Concern about the lack of 
regulation and problems with 
access to justice. ADM should 

follow certain rules. Those rules 
however, can be intentionally 

misused and cause a lot of harm 
when they are misused against 

marginalised groups.

outsources 
functions that 

should belong to 
public authoriteis to 

private actors & 
overcensorhip at 

scale

Transparency obligations like those set 
out in Arts. 13(2) (f) and 14(2)(g) GDPR 

must be mandated as a minimum 
standard, with the proviso that 

transparency alone is not sufficient (a) 
where (transparent) decisions 

nevertheless cause harm to the 
fundamental rights of individuals or 
particular groups and (b) given the 

nature of ML.

The algorithms must be regularly tested for bias and 
related flaws, by researchers who would be given 

privileged, confidential access, and who would report 
their findings to the public. This happened in an ad hoc 

way after Jigsaw released its Perspective API. Jigsaw 
made it relatively transparent, so that outsiders could 
test it. They did and quocickly pointed out flaws in the 
system, especially forms of bias. Jigsaw made several 
sets of revisions. The process would be more efficient 
and more comprehensive when done by researchers 

who have access to the machinery, as it were.

restrictions of lawful 
content caused by the 

absence of definitions that 
has a consequcne for how 

AI is being trained and 
shaped. This is 

a challenging task even for 
Human moderators.

The lack of transparency. 
How to establish audits 

and ahve mechanisms that 
can ensure meaningful 
transparency. Access to 

redress and that AI do not 
produce one contextual 

meaning for all coutnries 
involved.

AI does not understand 
connotative meaning of 

certain expression. 
Minority rights and 

human rights 
defenders' arguments 

are being taken off.

"Underremoval" also leads 
to serious concerns for 
freedom of expression, 

especially for marginalized 
and minority groups - 

necessary to understand 
accuracy

Reinforcing 
existing social 

hierarchies 
and 

inequalities

Risk of 
misinterpretation 

of cognitive 
difficulties and 
mental health 
impairments

agreement between 
states and private 

actors undermining 
pluralism - how AI 
reproduces and 
expands power 

imbalances

ADM has systemic consequences for 
international human rights framework 

and multinational institutions auch as the 
OSCE. It downgrades the importance of 
international human rights. bypassing 

legitimate restrictions on FoE - so much 
easier by the use of AI. Fundamental 

policy framework [Rabat Plan of Action] 
makes context very central for the 

analysis of severity of hate speech. But 
can we really implement them and make 
sure that these conditions are met in this 

context?

Risk of eroding 
key international 

human rights 
principles (and 

attitudes towards 
them)

undue censorship 
of minorities and 

communities 
deviating from 

dominant cultural 
norms

Operationalize 
what 

meaningful 
participation 

means

automated 
content 

moderation but 
also ranking of 
content is very 

important.

lack of policy and legislative 
environment - sectoral 
regulations should go 

through extensive public 
consultation processes, 

including marginalised and 
underrepresented end 

users, human rights 
experts and others

Transparency as an ex ante 
design- choice to ensure 

ability to provide continued 
transparency on decision- 

making criteria. FROM 
CHAT BY JUDITH 

RAUHOFER

Recourse and remedy 
requires that users are 

informed that their 
content was taken 

down by AI (and which  
rules AI applied and 

how to appeal)

Not trying to 
define 

what's "hate 
speech"

Algorithms are still made by human 
beings, and those algorithms are based 
on basic human assumptions. they turn 
into automated assumptions unless the 
bias in building these algorithms is not 

addressed from the start. the obligation 
must be placed on the "creators" of these 
algorithms perhaps based on some form 
of a universal norm that would prevent 

or at least reduce the bias to some 
degree.

reference to existing legal frameworks in 
regards to what constitutes hate speech 
is a good basis, but it must also be made 

clear how frameworks such as the 
charter of fundamental rights, that 

freedom of expression comes with the 
conditions that it does not go beyond the 
confines of Art 3. There also needs to be 
recognition that these frameworks made 
need to be updated to be fit for purpose 

in the digital age.

Particularly where 
it is ADM, access 
to timely access 
and recourse is 

even more 
important

Establish harmonized 
and transparent notice 

and takedown 
procedures to increase 
certainty for users and 

platforms

May require differentiated 
regulation depending on 
the technology used - e.g. 
NLP vs. hashing/images. 
These technologies may 

have different impacts and 
different accuracy levels.

users should be 
informed that content 
was taken down by AI, 
which rules AI applied 

and how to appeal 
COMMENT FORM THE 

CHAT

Transparency in two 
respects - what is 

required for users, 
but also for civil 
society. Goes to 

level of granularity 
that is required.

The "black box" 
argument should 
not be used as an 

excuse for not even 
providing general 

information on the 
use of AI

Query what is the 
use case for 

knowing whether 
decisions are 

automated vs. by 
human moderators?

about the role of AI tools in creating 'safe 
spaces' online? minorities often have to 
leave platforms because of hate speech 

and this comes with a cost, and is 
effectively silencing. . Should user 
empowerment tools be enabled 

specifically to invest in this in relation to 
minority/ intersectional hate? (this may 

be expensive in relation to ad revenue of 
users and thus require regulation).
OBSERVATION FROM THE CAHR BY 

DAMIAN TAMBINI

Independent research is 
essential to enable insights and 
assess the impact the AI rules 

actually have - important aspect 
of the Digital Services Act 

proposal

--> verification of data received 
by platforms essential

Transparency 
(including take down 
reports) should lead 

to empowering 
users and enabling 

meaningful 
participation

for effective remedy to work, 
there is a need for broader 

information and media literacy 
campaigns: involve CSOs, NGOs, 

community media in reaching 
out to communities, through 

multilingual information, about 
processes and rights

Focus on aggregate 
reporting is not as 

informative as we'd 
like it to be; doesn't 
allow for checking of 

false 
negatives/positives.

Necessary to 
understand why 
content is taken 

down (and not only 
that decisions were 

made based on 
automation)

ECHR criteria to restrict 
freedom of expression: 

prescribed by law, 
legitimate, necessary in 

a democratic society 
and proportionate

users should be 
informed that content 
was taken down by AI, 
which rules AI applied 
(i.e. reason given for 

take down) and how to 
appeal

Factor time relevant 
for meaningful 

redress (how long 
does it take until a 

post can be 
reinstated?)

What kind of 
decisions are 

put to ADM vs. 
human 

moderators?

Relevant to also look 
at smaller platforms 

(less resources, 
outsourcing 
moderation, 

pressured to use 
automation etc.)

We need to ensure that the choice 
between automated tools and human 

moderators isn't a simple binary without 
nuance. Human moderators also need 

protections from persistent exposure to 
hate speech, especially the most violent 

forms and always to be clear that human 
moderators also have their own biases.

OBSERVATION FTOM THE CHAT BY ASHA 
ALLEN

Utility of transparency may be 
limited where the right to 

determine criteria used for 
content curation lies soley with 

the platforms. Less transparency 
may be possible (thus avoiding 

transparency fatigue), if baseline 
requirements on platforms are 

imposed by lawmakers. => 
legitimacy issues relate directly 
to transparency requirements

Independence 
is essential - of 
regulators, of 
auditors etc.

distinguish between 
transparency 
obligations 

 regarding actions 
taken against 

human and non- 
human actors/bots

need to ensure that the choice between 
automated tools and human moderators 

isn't a simple binary without nuance. 
Human moderators also need 

protections from persistent exposure to 
hate speech, especially the most violent 

forms and always to be clear that human 
moderators also have their own biases. 

OBSERVATION FROM THE CHAT BY ASHA

Legality and 
ToS rules are 

not necessarily 
corresponding

Nature of human involvement or 
oversight of moderation 

practices - particularly through 
outsourced models. Useful 

exploration of ongoing 
discussions and dynamics in BHR 
and CSR. If outsourcing, need to 
be serious about due diligence, 

proactive human rights 
compliance

Human moderation 
is also not a 

panacea given 
human bias - 

process and binding 
rules are imperative

without reasons users are 
not able to give substantial 
Arguments and are much 
more less likely to even 

challenge Content 
decisions at all. 

OBSERVATION FROM THE 
CHAT BY JOSEPHINE 

BALLON

Human rights 
impact assessments 

essential when 
outsourcing 

decisions on hate 
speech content

Transparency is 
important but too 
much information 
(or not presented 

user- friendly) might 
not empower users

Transparency requirements with regard 
to platform practices and decision- 

making criteria are more important the 
more we allow platforms to establish 
their own practices and define those 
criteria. It may actually be possible to 

accept a lower level of transparency (at 
least vis a vis the user) if content curation 

practices and criteria are externally 
developed and mandated (ensuring full 

respect of human rights).
OBSERVATION FROM THE CHAT BY 

JUDITH RAUHOFER

Take downs and 
prioritization are 
two sides of the 

same coin - need for 
coordination within 

human rights 
framework

Transparency is important, 
but how can it be 
operationalised, 

implemented and translate 
into meaningful choices for 

users (particularly if they 
can't do anything with the - 
greater - information they 

have?

it’s interesting to note the ECtHR decision in Vladimir 
Kharitonov v Russia on website blocking:  When 

exceptional circumstances justify the blocking of illegal 
content, a State agency making the blocking order 

must ensure that the measure strictly targets the illegal 
content and has no arbitrary or excessive effects, 

irrespective of the manner of its implementation. Any 
indiscriminate blocking measure which interferes with 

lawful content or websites as a collateral effect of a 
measure aimed at illegal content or websites amounts 
to arbitrary interference with the rights of owners of 

such websites (para. 46).
OBSERVATION BY GABRIELLE GUILLEMIN

Role of jurisdictions 
- weaponizing hate 

speech or hate 
speech regulation 

(possible both 
authoritarian and 

other contexts)

Transparency should also 
extend to measures taken 

by authorities, e.g. filter 
and keep down demands.

Bridge to next 
session - which will 
look at how these 

systems learn, how 
datasets are 

compiled, etc.

While the focus on transparency and accountability measures is 
crucially important, we should not rush to accept the 

presumption that broadly defined hate speech needs to be taken 
down, demoted, etc. no matter what. Also, any discussion of hate 

speech should keep an eye on the political environment where 
measures against hate speech are taken or considered. It matters 
who is in power, what political system is in place, how strong the 
rule of law and the institutions are, how combating hate speech 

can become a weapon for authoritarians to suppress dissent.

If undercensorship is a 
problem as much as 

overcensorship, how do 
transparency and appeal 
rights work in the context 

of failure to 
takedown/suprress 

content?

Allowing researchers to 
dive into these algorithms 

in public way allows groups 
to self- select in reviewing - 
may avoid some of the in- 

group/out- group issues 
that otherwise arise if 

these are closed reviews 
(e.g. the Jigsaw example)

We need to 
ensure the equal 
representation of 

women in AI 
developments 

and design

Need for open dialogue 
and collaboration with 
CSOs on the ground in 
designing algorithms, 

familiar with local 
context, etc.

Transpaency 
about the fact 

that automated 
systems are used 

to begin with

A participatory design 
process should be 
used, involving in 
particular Forum 

Theatre methods in the 
design of the systems

Outsource the 
production of 

datasets to minority 
groups and other 

groups active 
against hate speech 
and discrimination

we need to take 
into consideration 

the local 
specificities when 

shaping 
algorithms.

Include civil 
society 

oversight in 
the evaluation 

of datasets

Effective appeal mechnism need 
to be low treshold and assessed 
quickly - not only by community 

standards but by 
comprehensible rules that can 
be subject to judicial review.

OBSERVATION FROM THE CHAT 
BY JOSEPHINE BALLON

if comanies allow 
outsiders to test their 
algorithms for flows, 

including marginalised 
groups, that will subject 
them to the critique of 

external customers.

Diversity 
requirements, 

e.g. as required 
for public 

broadcasters?

Provide guidance to platforms along 
predetermined set of rules (more to the 
'self- regulatory' end of the spectrum), or 
else create criteria in prescriptive fashion 

(more prescriptive)? May be general 
problems by handing over power to large 

companies that should be based on 
democratic legitimacy and wider 

consultation - there's capacity problem if 
we're considering how we're involving 

these communities in these 
consultations.

Scandinavian interaction designers have 
a long tradition of participatory design 

methodologies for the design of 
computer systems. These could be useful 
in this case to make sure all stakeholders 

take an active part the design of these 
automated system. Umeå and Malmö 

Universities in particular count a number 
of experts in participatory design. 

OBSERVATION FROM LAYLA IN CHAT

For states specifically, 
funding research that looks 

into how marginalised 
groups are impacted would 

help to fill existing 
knowledge gap. (Perhaps 

this could also be 
mandated of platforms - 

e.g. through HRIAs)

Major lack of 
research in this 
area that could 

provide 
knowledge that is 
currently missing

Funding 
independent 

research

Libraries 
of good 
codes

Diversity as a broader 
concept -- critical  to keep 

in mind where these 
discussions and 

consultations are taking 
place, and who can engage 

in them as a result.

Scandinavian interaction designers have 
a long tradition of participatory design 

methodologies for the design of 
computer systems. These could be useful 
in this case to make sure all stakeholders 

take an active part the design of these 
automated system. Umeå and Malmö 

Universities in particular count a number 
of experts in participatory design.

EXAMPLE OF GOOD PRACTICE BY LALYA 
GAYE

Follow- up mechanism 
between platforms and 

companies and civil society 
in larger context. Where 

companies do not comply, 
can we come up with a way 

to enforce/improve 
reporting mechanism?

Accountability 
mechanisms 

and 
enforcement

Real and substantive difference 
between democratic country 
taking legislative approach - 

bound by IHRL frameworks - and 
those that are not bound by such 
frameworks doing so in line with 

their own legislative 
standards/contexts. But this 
shouldn't preclude us from 

having these conversations and 
doing what we can.

mandatory human rights impact 
assessment on new technologies AND 
also enforcement of own policies, like 

terms of service, community standards 
— these should also be regularly 

conducted and not limited to one off pr 
campaigns (what we see in terms HRIAs 
is that many companies do them after 
the harm occured or at least they only 

provide information about those HRIAs).
OBSERVATOIN BY VESZNA WESSENAUER 

FROM THE CHAT

How do we do 
evaluate 

'success' in this 
context (and 

who decides)?

In some countries 
there is not enough 
racial data, not even 

to research racial 
profiling by the 
police. How to 
address that?

Need to distinguish 
between States 

themselves in tailoring 
recommendations?  

E.g. as between 
democratic vs. non- 
democratic States

what is the 
acceptable level 
of accuracy and 
whois going to 

decide that?

In terms of initial engagement, 
how do you get over trust hurdle 

to actually engage with groups 
that have been systematically 
targeted or affected by these 
systems and platforms? Does 
this require general platform 

governance or more 
individualised approach?

Resource 
constraints

How do we make sure 
that marginalised 

groups targeted by 
hate speech can be 

actually consulted by 
platforms in 

meaningful manner?

Work with 
representative or 
established CSOs 
to start bridging 

that divide

Whose emotional labour is 
it? Input of marginalised 
groups is required, but 
they should not have to 

bear the responsibility for 
getting the system right.

there is a huge blindspot 
that is overlooked - hat is 

how AI are used to 
downgrade borderline 
content - for the FoE 

perspective that poses 
a huge problem.

Interrelationship between what 
responses these tools have (e.g. 

account blocking, removals, 
downranking, demonetizing) and 

types of severity of these 
contents. But particularly for 

smaller platforms, to what extent 
do platforms themselves have an 

editorial right in this context?

The point about design - in addition to 
who decides about the design of AI tech, 

how open this design is to changes, 
including various updates;  and within 

that, can we also talk about an 
accountability mechanism from our side 

(as broader civil society) holding 
companies/platforms accountable for 

design flaws, or lack of updates. Can we 
consider an intervention mechanism with 

platforms/companies that rely on AI 
detection of hate speech?

Process needs 
to be iterative 
and allow for 

evolution

Continuum between 
prominence, prioritization, 
neutrality, downranking, 
takedown and blocking 

(see: https://rm.coe.int/publicati
on- content- prioritisation- 

report/1680a07a57) 
OBSERVATION FROM DAMIAN

Also need to be mindful of 
significant amount of unpaid 

labour involved for marginalised 
groups -- see Myanmar example. 
Companies required to rebuild 
trust - process of building trust 

by demonstrating that it's 
merited.

platforms are currently using 
down- ranking much more than 
in the past because it is subject 

to much less oversight -- will 
greater regulation of takedowns 
lead to greater reliance on these 

kind of (subtler) interferences 
with FOE?

it is important to see down- 
ranking as a restriction to 
FoE as it is. algorithms are 
being tweaked all the time. 
Hence we need to focus on 
what ourcomes we would 

like to see via transparency 
rather than liability.

In terms of 
recommendations, 

prominence and the like: to 
what extent do we want to 
give users choice on how 

content is prioritised? 
OBSERVATION FROM CHAT 

BY CHAIR

how can legal framework look like to 
address the need for diversity? It has to 

be specific enough to be enforceable and 
on the other hand it cannot be that 

specific because it can become 
discriminatory - who decides what 

groups should be represented? Hence 
Maybe a regulation is perhaps not the 
best answer here but public shaming 

neither

Improving datasets to 
ensure they're 

representative likely means 
more data collection and 

potentially more intrusions 
on privacy -- which is cause 

for concern.

Need to avoid 'tokenistic' 
participation - e.g. make 

sure that the 'right' 
spokespersons are 

involved - and that it is not 
simply a 'one- off' but a 

continuous process

In addition to changes to 
AI, are there other levers 
which should be explored 

(counter- speech, 
intercultural dialogue, 
greater perspectives 

included in 
debate/discussion)?

Discussion and 
approach should be 

broader to also 
encompass 

protection for 
marginalised groups

Consider obligation 
to promote content 
diversity by default 

in situations of 
market dominance 

(per Article 19 
recommendation)

Things AI does well: (1) enforcing 
decisions that have already been 
made (e.g. hashing technologies, 

 Christchurch example); (2) 
content moderators themselves - 

avoiding impacts on mental 
health of human moderators, 
particularly those in 'Global 

South'; (3) reducing labour/toll 
on human moderators

See Tallinn 
Guidelines re 

National 
Minorities and the 

Media in the 
Digital Age

remember to work also with 
/ through community media, 

which have a participatory 
approach and promote media 

literacy across the board 
https://www.coe.int/en/web/free

dom- expression/community- 
media

Balance must  be 
struck because 

both concerns are 
related (e.g. over 

false positives and 
false negatives)

ADM and algorithms as 
reflection of society 

(therefore mirroring its 
problems) - solutions must 
be broader than online or 
tech- based changes alone 
[Avoid focus on tech as a 

distraction from underlying 
societal issues]

do we want to say anything specific 
about the role of AI tools in creating 'safe 
spaces' online? minorities often have to 
leave platforms because of hate speech 

and this comes with a cost, and is 
effectively silencing. . Should user 
empowerment tools be enabled 

specifically to invest in this in relation to 
minority/ intersectional hate? (his may be 

expensive in relation to ad revenue of 
users and thus require regulation) 

(OBSERVATION FROM DAMIAN IN CHAT)

Better evaluation of the 
effectiveness of content 

moderation - what 
proportion of speech is 

removed? What proportion 
of this was problematic? 
Can be done with kind of 

'mystery shopper' exercise

See SMAT as a 
good indicator of 
positive usages of 
AI - take lessons 

from this

 Value of platforms -- if 
they are for public 
debate or for more 

specific/tailored 
discussions (example 
of niche groups that 

are cropping up)

As a supporting system it 
can accelerate to find illegal 
content that those affected 

from hate Speech don't 
even have access to (closed 

groups/blocked profiles)

Governments could 
design their own AI 
to classify things as 
hate speech or not 

and require 
platforms to use 

them

AI should be used 
for "programming 
for good", i.e. to 

counter underlying 
racism, mysogeny 
etc in processes

Moderation makes a space 
feel safer and encourages 

expression, while hate 
speech silences its targets

Enabling user choice 
and increasing user 
literacy of tools for 

individual 
preference (turn 
down/off certain 

terms and phrases)

Duty of care 
equivalent as 
something to 

consider in co- 
regulatory 

frameworks?

Investment 
necessary to make 
spaces safe - but 

free market might 
not incentivize for 

that

Can commercial platforms 
create safe spaces or is this 

paradoxical? Is this also 
distraction -- should 

preference be towards 
shared spaces? (Also links 

to echo chambers and 
speech retreats)

Asymmetry in peoples' 
ability to tolerate or be 

sufficiently secure in 
society to tolerate 

discomfort (easier if 
punching down rather 

than punching up)

Community of users 
themselves (and 

marginalised groups within 
that) should be asked and 
involved in answering this 

question -- platforms 
should be reaching out to 

users as well (which is 
lacking currently)

AI used to suppress FOE in other 
ways - namely, prioritising 

certain content (which will be 
addressed in next workshops). 
Must be looked at both sides of 

curation - active 
curation/prioritisation of harmful 

content and also ways that 
counter- speech may be 

deprioritised

See e.g. Tumblr 
and Reddit - 

concerns with 
errors on large 
scale given AI 

capacity

broader ways to empower 
individuals and users  -- to 
increase comfort to stay on 

platforms, to give them 
voice/agency in seeking redress, 
etc. AI can be quite helpful in this 
regard -- e.g. to find hate speech 

and also reach out to find 
counter- speech

May have broader effects on 
democracy as well which we 

should be aware of (e.g. 
prevalence of hate speech online 

dissuades individuals from 
running for office - may be more 
significant concern for oft- targets 

of hate speech, including 
members of marginalised 

groups). See also Nani Jansen 
Reventlow's 'democratic deficit'.

Debates on content regulation are fully 
dominated by the agenda of North 

Western communities and the concrete 
concerns on the way extreme right 

groups managed to weaponize social 
media. These are legitimate concerns, 

but we must urgently broaden the scope 
of the debate on the ways AI affects 
content governance globally and the 

opaque ways platforms are adapting to 
market and leadership demands.

Define systems 
that either make a 
balance or allow 
the balance to be 
made - no one- 

size- fits- all- answer

Consider proposals 
to unbundle content 
moderation/content 
curation to promote 

a more diverse 
information/platfor
m ecosystem (A19)

Intersec
tionality

Problem of 
over- as well 

as 
underblocking

Ideas of 
tolerance 

and 
inclusion

Transparency 
essential tool, but 

necessary to define 
what and why - for 
whom and for what 

purpose

Mandatory 
human rights 

impact 
assessments

Distinction between 
blocking content and 

accounts and downgrading 
- relevant to keep in mind 
discussing proportionality 

and accuracy

distinction 
between blocking 
accounts, down- 

raking and 
understanding of 

proportionality

accuracy of 
datasets and 

consistency in 
decisionmaking

importance of research - to 
check platfroms' homework 

(can we have access to details 
instead of aggregated 

statistics?
Access to 

data 
essential 

(to details!)

how we get different voices 
translated into interface 

design and difficutl position 
of these voices in terms of 

resources, to be 
independent and 

difficulties aorund safety 
and trust

Relevant to 
define what is 
representative

Safety and trust 
essential 

components of 
participatory 

processes

how and when AI 
does well: hushing 
technologies and 

preventing mental 
trauma of human 

moderators

Relevant to 
address the 

well- being and 
biases of human 

moderators

unbundling of 
content 

moderation and 
content curation 

- connected to 
interoperablity

empower 
users, not 
offloading 
burdens to 

users

accessibility and 
visiblity of tools 
for users [users' 
empoweremnt]

Establishing liabilities framed by 
undefined harms create scope 

for arbitrary interferences. 
Always consider that regulatory 
solutions in democratic contexts 

are rapidly replicated in 
authoritarian countries as tools 
for additional limitations to civic 

space: eg. Netzdg clear 
contagion effect in several 

countries.

save spaces and 
diversity- how can 
we operationalise 

that? This will 
need more 
attention

Unbundling 
content 

moderation?

more chances to think 
about how different 

solutions can address 
different categories of 

content (harmful v. illegal) 
and how to safeguard 

proportionality principle

Any attempt to establish bodies 
to oversee transparency or 
accountability mechanisms 

needs to contain strong 
safeguards ensuring the full 
independence, expertise and 

competence of the body carrying 
out audits. Without adequate 
capacity these mechanisms 

would lose credibility.

Also keep in 
mind smaller 
platforms and 
different types 

of platforms

peer to peer platforms 
v. large platforms: the 
use of AI to tackle hate 
speech - is it individual 

platforms' issue or 
rather a large 

ecosystem problem?

Tackling hate speech 
is an internet 

ecosystem problem, 
not a problem of 

individual platforms

Promoting 
counter 
speech

Promoting 
media 
literacy

Creating 
diverse 

ecosystem 
should be 
prioritised

Peer- 
to- peer

Report should specifically mention that 
hate is institutionalised and structural 

(against historically marginalised groups) 
and that platforms should deploy AI tools 
in ways that recognise, measure, report 

upon and address this structural 
dimension, and explicitly address forms 

of discrimination that hate reflects as 
'neutrality' is not an option. 

(RECOMMENDATION FROM DAMIAN)

One last point worth mentioning. I think 
a report should specifically mention that 

hate is institutionalised and structural 
(against historically marginalised groups) 
and that platforms should deploy AI tools 
in ways that recognise, measure, report 

upon and address this structural 
dimension, and explicitly address forms 

of discrimination that hate reflects as 
'neutrality' is not an option.

See AI for people 
(gaming AI for 

good) https://ww
w.aiforpeople.org

Well- being and 
biases of human 
moderators need 
to be taken into 

account

user choice/control is a benefit 
and a burden at the same time. 

So, if we legislate for user choice, 
we will also have to answer the 

question of what is the default in 
case users make no choice? 

Defaults matter. We know this 
from the online tracking 

discussion. (OBSERVATION FROM 
JUDITH IN CHAT)

https://www.opendemocracy.net/en/digitaliberties/we-cant-let-tech-companies-use-algorithms-to-police-us-after-covid-19/
https://www.opendemocracy.net/en/digitaliberties/we-cant-let-tech-companies-use-algorithms-to-police-us-after-covid-19/
https://www.opendemocracy.net/en/digitaliberties/we-cant-let-tech-companies-use-algorithms-to-police-us-after-covid-19/
https://rm.coe.int/publication-content-prioritisation-report/1680a07a57
https://rm.coe.int/publication-content-prioritisation-report/1680a07a57
https://rm.coe.int/publication-content-prioritisation-report/1680a07a57
https://www.coe.int/en/web/freedom-expression/community-media
https://www.coe.int/en/web/freedom-expression/community-media
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